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  Pref ace       

 Systems biology is an emerging fi eld integrating traditional and modern biological 
techniques with systemic approaches adopted from physics, mathematics, engineer-
ing, and computer science. Immuno systems biology specifi cally aims to study the 
host immune system in a more integrated manner as to how different cells and mol-
ecules participate at system levels to invoke the global proinfl ammatory response to 
fi ght against intruders. 

 In this book, I focus on the dynamic analyses of mammalian innate immune 
response to bacterial and viral perturbations using computational models based on 
simple physical rules. The majority of the book is concerned with interpreting 
population- level immune cell-signaling response in wild-type and mutant cells. The 
last few chapters are devoted to highlighting the complexities observed from recent 
single-cell analyses and their potential implications. 

 Geared toward a researcher with limited immunological and computational ana-
lytical experience, the book provides a broad overview to the subject and some 
instruction in basic computational, theoretical, and experimental approaches. The 
text is written in a nontechnical manner as an introduction for physicists, chemists, 
computer scientists, biologists, and immunologists who are interested in under-
standing the mammalian immune system as an integrated process. The book is the 
fi rst of its kind to link complex immunological processes with simple computational 
analysis that can be reproduced with relative ease by the reader, as ample materials 
and references are provided. Overall, the book provides insights for a comprehen-
sive view of the immune system. 

 No book is possible without the help of others. In this respect, I thank my students 
and colleagues who have supported this project in one way or another. Specifi cally, 
I wish to thank Vincent Piras, Kentaro Hayashi, Masaru Tomita, Masa Tsuchiya, 
Sangdun Choi, Shizuo Akira, Koichi Matsuo, Jun-ichiro Inoue, and Alessandro 
Guiliani. Most importantly, my dear wife Krisvene Kumar and children Lucas 
Kumar and Davisha Kumar are deeply appreciated for their never-ending love.  

  Yamagata, Japan   Kumar     Selvarajoo    
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Living organisms are well known to survive, adapt, and even reproduce under adverse 
or challenging conditions. The ability to handle diverse environmental changes or 
perturbations is inherent to the large repertoire of genes, proteins, and metabolites 
that interact in response to external cues. The detection of extracellular or intracel-
lular signals is channeled through molecular networks within and between cells, 
resulting in dynamic responses that process and disseminate information for neces-
sary biological action, collectively, at an organismal level. The formation of biofilms, 
or cellular structures, through the aggregation and adhering of cells with one another 
(Fig. 1.1) by bacteria to enhance individual survivability to environmental attacks is a 
good example of interactive and adaptive behavior in biology [1, 2]. Mechanistically, 
how do living systems self-organize to achieve their purpose to survive?

Historically, biological processes have been understood from the microscopic 
point of view, and then progressed toward in vitro experimental techniques where 
cells are lysed and individual molecules are analyzed in a purified and isolated envi-
ronment. In this way, the role of a single gene, protein, or metabolite has been stud-
ied, independently, which has provided a tremendous wealth of useful molecular 
information. For example, by comparing individual protein expression in different 
experimental condition (e.g., unstimulated versus stimulated), one is able to identify 
a role for the protein (Fig. 1.2).

Notably, cellular systems are in dynamic evolution involving numerous tightly 
controlled molecular interactions to achieve global behavior such as metabolism to 
balance the cell system energy requirement and the immune response for tackling 
invading pathogens. That is, treating biological entities in isolation cannot help us 
to understand the emergent, self-organizing, and complex spatiotemporal behavior 
of living systems (Fig. 1.1). The reliance on a single molecule reductionist approach 
to investigate evolving biological properties such as morphology, growth, metabo-
lism, and disease progression is obviously deficient. Thus, for a comprehensive 
understanding of living systems behavior, there is clearly a need to assemble bio-
logical information from a single molecular level to global physiological response 
in dynamic fashion.

Chapter 1
Systems Biology of Population Cell Response
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�High-Throughput Biology

During the past two decades, in a quest to understand the system-level properties of 
living systems, the development and analysis of high-throughput experimental tech-
nologies for genomics [4], proteomics [5], and metabolomics [6] have proceeded. 
These methods generate large quantities of biological data at different scales crucial for 
unraveling the detailed molecular composition and complexity of living organisms.

Fig. 1.1  Formation of 
collective structures or 
biofilms from individual cells. 
Certain cells in free-living 
bacteria secrete autoinducers 
or signaling molecules, which 
are recognized by the 
remaining cells, resulting in 
the synchronization of 
molecular processes to form 
global structures. The 
resultant biofilms are much 
more resistant to 
environmental attacks than 
individual cells (Adapted from 
Fuqua and Greenberg [1])

Fig. 1.2  Tumor necrosis 
factor (TNF)-α and 
interleukin (IL)-1β in 
lipopolysaccharide (LPS)-
stimulated murine 
macrophages. Upregulation 
of these proteins reveals their 
significance as 
proinflammatory mediators. 
See Chap. 4 for details on 
LPS-stimulated response 
(Adapted from  
Kawai et al. [3])

1  Systems Biology of Population Cell Response
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For instance, what types of genes and how many are induced by the immune cells 
in response to invading pathogens? To address such elementary questions, the 
single-molecule approaches (whether traditional methods of Western or Northern 
blotting or modern techniques involving dynamic imaging) are rather tedious, time 
consuming, and not suitable when there are hundreds of responsive genes.

Using high-throughput complementary DNA (cDNA) microarrays [7], macro-
phages stimulated with lipopolysaccharide (LPS) induced almost 3,000 genes, 
belonging to diverse cellular processes, over a period of 24 h with distinct temporal 
response. The large number of responsive genes was clustered according to their 
response patterns, which revealed the activation of distinct signaling pathways over 
different time periods (Fig. 1.3a, b). Such valuable information for similar experi-
mental conditions could not be revealed using a single-molecule approach (see 
Fig. 1.2 and Kawai et al. [3]).

In a study on Escherichia coli [8], to identify crucial genes for basic metabolic 
needs and to maintain the growth phenotype, the metabolism of wild-type cells 
was compared with 24 single-gene knockouts (KOs) belonging to crucial glycolysis 
and pentose phosphate pathways. Surprisingly, the study found that the messenger 
RNA (mRNA), proteins, and metabolite levels were stable for most KOs. 

Fig. 1.3  cDNA microarray response for LPS-stimulated macrophages. (a) Statistically clustered 
temporal gene expression data show early, middle, and late upregulated gene clusters as well as 
downregulated cluster. (b) Annotation of major gene expression clusters (Adapted from Nilsson 
et al. [7])

High-Throughput Biology
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The remarkable robustness to perturbation was achieved through the rechanneling 
of metabolic fluxes by alternative routes within the system. Overall, through moni-
toring 130 metabolites, 57 proteins, and 85 mRNA transcripts, the investigation 
shed light on the global property, or robustness to perturbation, of E. coli to genetic 
and environmental attacks by adaptive metabolic flux distribution.

�Scale-Free Property

The property of biological robustness has also been demonstrated by numerous 
other studies in which random deletions, mutations, or duplication of genes did not 
affect the overall network behavior or phenotypic outcome of living systems, reveal-
ing the persistence of stable behavior under diverse environmental and genetic per-
turbations [9–14]. On the other hand, biological systems have been shown to be 
fragile on a number of occasions and are vulnerable to attacks [15–18].

To understand the large-scale protein–protein interaction (PPI) of Saccharomyces 
cerevisiae, Rothberg and colleagues undertook two-hybrid screen measurements 
and detected about 1,000 putative interactions [19]. From these results, Barabási 
and coworkers constructed an organized map of the PPI networks (Fig. 1.4a) and 
found that the probability of a protein interacting with k other proteins followed a 
power law [20]. Subsequently and notably, this feature, which is commonly found in 
social behavior, finance, and internet, was also shown for other biological species [21]. 
That is, a few highly connected individuals (proteins) play a central role in mediating 
interactions among numerous, less-connected individuals (proteins), a property of a 
scale-free network (Fig. 1.4b). This postulation suggests that biological networks 
are not connected randomly but center around a small proportion of “hub” elements 
[18, 20, 21]. Thus, the removal of a relatively few highly linked “hub” molecules 
can lead to system failure.

For example, the activation of tumor necrosis factor (TNF)-receptor-associated 
factor 6 (TRAF6) occurs in several distinct signaling cascades. Targeted disruption 
of this molecule in mice has led to systemic failure and premature death [23, 24], 
suggesting that TRAF6 is a “hub” element. Similarly, “hub” molecules such as cycA 
or cdk2 together with p53 are also identified in the p53 network, a well-known 
tumor-suppressing pathway that controls apoptosis, the cell cycle, etc. [25]. 
Therefore, catastrophic failure can occur because of the loss of function of such a 
crucial family of “hub” molecules. On the whole, it is now convincing that the scale-
free design of biological networks produces the inherent robustness and fragility to 
distinct environmental threats.

The high-throughput technologies have been crucial for revealing global proper-
ties and organizing principles. Although discovering the general organization of 
biological networks, robust to perturbation and fragile to targeted attacks obeying 
the scale-free or power law, is interesting from a scientific aspect, the comprehen-
sive understanding of dynamic cellular behaviors and their control mechanisms still 

1  Systems Biology of Population Cell Response
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remains a big challenge. For example, how does a certain deterministic cell differ-
entiation trajectory deviate into a cancerous state? To put high-throughput data 
together so that dynamic properties can be better understood requires analytical 
techniques. Thus, there is a crucial need to develop integrated theoretical and exper-
imental approaches to discover, model, and understand the topological and dynamic 
properties of the various networks that, in quantifiable terms, control the behavior 
of living systems.

During the past few years, there has been active development of systemic meth-
odologies to interpret dynamic cell behavior. This phenomenon has led to the cre-
ation of a rather new interdisciplinary field, called systems biology, inviting 
scientists across various fields to actively participate in joint research. Systems biol-
ogy methods are based upon formalized theories, in most cases utilizing physico-
chemical laws, that combine with spatiotemporal high-throughput experimental 
data to provide better insights into the underlying molecular circuitry that controls 
complex behaviors of living systems.

Although interdisciplinary research involving biology has been in existence for a 
long time, in a rather ad hoc manner, only in the past 10 years have we witnessed a 
global consorted effort. In short, the goal of systems biology is to generate, inte-
grate, and analyze biological data, both in time and in space, to (i) understand 
molecular cell circuit design in detail and to (ii) predict or interpret the response of 
a cellular system to various extracellular and intracellular perturbation, from 
genome to physiome. Thus, systems biology approaches, in principle, will enable us 
to better recognize the mechanisms for disease onset or the diversification of cell 
developmental process.

Fig. 1.4  Scale-free architecture of biological networks. (a) Protein–protein interaction (PPI) 
network found in S. cerevisiae obeys the power law (b), where increasing number of nodes 
decreases with increasing number of connections following P k k( ) ~ .-g  (Adapted from Jeong 
et al. [20] and van Kesteren et al. [22])

Scale-Free Property
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�Simplifying Biological Complexity

A typical cellular system possesses large number of interacting genes, proteins, and 
metabolites. To consider them in their entirety, although desirable, is overwhelming 
and may not be a feasible task. Therefore, to reduce the complexity, it would be 
appropriate to modularize cellular systems into functions of biological interest [26]. 
Functional modules are compartments that can be considered as a system in isola-
tion and have been widely used in engineering. In biology, this concept has been 
inherently observed for many years through in vitro experimental conceptualiza-
tion: for example, the modularization of a gene regulation system for the determina-
tion of transcriptional machinery, signal transduction cascades for the understanding 
of extracellular signal propagation into the nucleus (Fig. 1.5a), and metabolic path-
ways for evaluating the distribution of fluxes to a given concentration perturbation 
(Fig. 1.5b). The ability to create functional modules through synthetic biology has 
become more popular in recent years [27].

Using the modularization concept, to date, distinct mathematical and computa-
tional methodologies have been developed and studied for almost all known bio-
logical networks. Popular quantitative approaches include kinetic methodologies 
based on chemical equilibrium and the law of mass action to analyze the dynamic 
response of biological networks [28, 29], multiscale modeling that integrates the 
interactions between different levels of spatial and temporal organization for under-
standing system behavior [30, 31], and stochastic models which investigate the tem-
poral probability of switching from one state to another, or remaining in the native 
state, especially for cell fate decisions [32, 33]. Other approaches include stoichio-
metric methods, which consider reaction stoichiometry to identify reaction mecha-
nisms [34, 35], singular value decomposition methods and statistical clustering for 
visualizing and identifying coordinated self-organizing behavior from high-
throughput data [36, 37], and Bayesian network approaches for constructing bio-
logical network connectivity using probabilistic graphs [38, 39].

In one study, Hoffmann and colleagues were interested in elucidating the mecha-
nisms behind distinct gene expression programs triggered by the same IKK–IκB–
NF-κB signaling module for different stimuli in murine embryonic fibroblasts 
(MEF) [40]. They developed a simple mass-action response equations model with 
24 molecular species and 70 reactions for the dynamic immune response induced by 
both tumor necrosis factor (TNF) and lipopolysaccharide (LPS) stimulation. Their 
model suggested that the mechanism for the rapid termination of IKK activity in 
TNF stimulation is the result of negative feedback control by post induction of A20, 
whereas the prolonged activation of IKK observed in LPS stimulation is caused by 
positive feedback of autocrine TNF signaling (Fig. 1.6). Although several hundreds 
of proteins are activated in TNF and LPS stimulation, it is remarkable that Hoffmann 
and colleagues were able to pinpoint a simple regulatory mechanism of perceived 
complex mammalian immune responses using only a limited number of protein 
reaction species.

1  Systems Biology of Population Cell Response
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Fig. 1.5  Functional modularization of biological networks: Toll-like receptor 4 (TLR4) (a) and 
glycolysis (Glu) (b) schematic pathways

Fig. 1.6  Negative and positive feedback loops regulated by IKK activity in stimulus-specific 
manner. Schematic dynamic profiles of IKK and nuclear NF-κB activity show distinct temporal 
profiles for LPS (left) and TNF (right) stimulation. The temporal dynamics was interpreted with 
the aid of a computational model to suggest that TNF triggers the A20-mediated negative feedback 
loop whereas LPS induces a positive feedback loop through TNF pathways [40] (Adapted from 
Cheong et al. [41])

Simplifying Biological Complexity
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In a similar way to the IKK–IκB–NF-κB modular approach, in another study, 
Santos et al. used a computational model based on the modular response approach 
(MRA) to reveal the distinct wiring of the conserved MAPK signaling to epidermal 
growth factor (EGF) and nerve growth factor (NGF) stimuli (Fig. 1.7a) [42]. The 
MRA is based on ordinary differential equations with steady-state assumptions 

Fig. 1.7  Distinct dynamic Erk1/2 activation in epidermal growth factor (EGF) and nerve growth 
factor (NGF) stimulation. (a) Normalized phosphorylated Erk1/2 (ppErk1/2) activity for EGF 
(black) and NGF (red) stimulation. (b) The modular response approach computes local response 
coefficients that were used to convert the connectivity of the MAPK module. (c) NGF requires 
positive feedback for sustained activation whereas EGF requires negative feedback for transient 
response (Adapted from Werner et al. [40])

1  Systems Biology of Population Cell Response
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of  biochemical networks over time. A matrix of (local) response coefficients is 
quantified to assess the nature of intermodular interactions [43].

The use of MRA interpreted the experimental profiles where EGF activates 
ERK transiently through negative feedback from ERK to RAF, and NGF sustains 
ERK activity via positive feedback using the same axis (Fig. 1.7b, c). Thus, from 
the systems biology studies of IKK–IκB–NF-κB and MAPK signaling modules, it 
is clearly evident that a simple predictable response can be obtained despite the 
vast complexity of biological networks within self-organizing living systems. That 
is, although large numbers of molecules are packed within cells, suggesting a vast 
possibility of combinatorial outcome, biological responses for a given stimulus 
occur through specific functional modules obeying simple rules (see the following 
chapter).

In summary, the consideration of functional modules in biology has led to the 
simplification of cellular response and has provided useful network causality or 
behavior. This development may not be surprising as several other fields such as 
physics, chemistry, and engineering also display modular characteristics in which, 
without knowing most details of system architecture or parameter values, very use-
ful knowledge about system dynamics is revealed. Here, the law of nature has been 
shown to constrain the system so that even with limited information useful hidden 
properties can be revealed.

For example, without knowing the details of wind dynamics, the behavior of an 
aircraft in diverse atmospheric conditions can be predicted combining the laws of 
mass, momentum, and energy conservation. Although such macroscopic laws will 
break down in certain conditions, such as in turbulent flow, or high speeds (greater 
than the speed of sound) when secondary effects such as kinetic heating complicate 
matter, nevertheless, the success of air and space travel is primarily the result of the 
discovery of physical laws. Do such laws of nature also operate in biology [44], and 
can biologists take advantage of the resultant simplicity to develop formalized 
theory? This book aims to shed light on the simplicities found within biological 
responses, providing a simple method to analyze their dynamics using the law of 
information (mass flux) conservation.
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A cell contains thousands of genes/proteins/metabolites in a highly inhomogeneous 
intracellular environment with spatiotemporal effects of molecular crowding and 
diffusion. The molecules are highly interconnected, leading to complex networks. 
Hence, there is precedence that all molecular interactions with their detailed reac-
tion kinetics and spatial organization are required to be known for the proper under-
standing of biological responses. In fact, the goal of the human genome project is to 
first generate a complete parts list of genetic materials within cells and, second, 
from it construct the detailed regulatory features that connect them [1, 2]. However, 
even in such perceived complexity involving myriad interacting components, sim-
ple mass-action models using a limited set of crucial molecules, constituting func-
tional biological modules, were successfully used to interpret dynamic responses 
(see Chap. 1). How can such simplicity be held within a complex system?

For a long time, biological networks have been investigated on a much smaller 
scale through in vitro experiments (e.g., the 10-step reaction analysis of glycolysis; 
see Fig. 1.5b). This approach was mainly in the hope to understand and control all 
reaction kinetics within the entire known connectivity in detail. In most circum-
stances, the investigations considered a ‘closed’ system, where there was no 
exchange of material between the internal and external environments. Hence, chemi-
cal and thermal equilibrium can be assumed, and as a result, the law of mass action 
is expected to work within the system. In other words, the approach describes a 
well-mixed, homogeneous, and isothermal environment where each reaction in the 
network is connected through first-order, higher-order mass-action or enzyme kinetic 
equations, depending on the knowledge gained for an individual reaction (Box 2.1).

Most, if not all, studies adopting in vitro experiments determine the parameter 
values of reaction species for computational modeling from an artificial environ-
ment where the species are deliberately purified from its physiological neighbors. 
This approach is because, until now, in vivo kinetic parameters could be reliably 
measured using current experimental technologies. Notably, there have been vari-
ous reports that claim the kinetic parameters determined through in vitro and in vivo 
experiments can differ by several orders of magnitude [3]. As a result, when 
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Box 2.1  �Mass-Action Kinetics

A chemical system is perturbed from a stable steady state. When the system 
subsequently returns to its original state, the system is said to be in equilibrium. 
For example, heating water at room temperature and subsequently removing 
the heat source results in the decay of the water temperature to its original read-
ing. This event happens in a ‘closed’ system where external conditions, such as 
pressure, energy, or mass, do not enter or leave the system that is in cooling.

Let us consider a simple case involving only the decay process, that is, the 
point onward when a heat source is removed. The temperature (T) changes 
over time following Newton’s law of cooling:

dT

dt
k T T= - -[ ]0

where T0 is the room temperature and k is the rate of cooling. The minus sign 
indicates temperature drop in time.

Now consider a closed chemical reaction of molecular species A into B:

A B®

The arrow indicates the equilibrium state lies far to the right, that is, the 
reverse reaction (B → A) proceeds only at an infinitesimal extent. For every 
species B formed (concentration units in moles), an A species disappears:

d B

dt

d A

dt
k A

[ ] [ ]
[ ]=

-
= 1

The constant k1 is called the rate constant and has the unit of per second. 
The rate constant provides a direct measure of how fast this reaction is occur-
ring. The higher the k1 value, the faster the reaction. This type of reaction is 
called a first-order reaction, as its rate depends on the first power of the reac-
tant concentration. A second-order reaction occurs typically when two spe-
cies react to form another species. An example:

2 2

2A Ak¾ ®¾

The rate of such a reaction is proportional to the second power of the con-
centration of reactant, for the reaction can occur only when two molecules 
collide:

-
=

d A

dt
k A

[ ]
[ ]2

2

where k2 is the second-order rate constant. It has dimensions of (mol/L)−1 s−1.

(continued)
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combining these errors into the model, the final predictions could differ by several 
orders of magnitude. For example, the steady-state concentration of the glycolytic 
metabolite 3-phosphoglycerate in Trypanosoma brucei was underpredicted by an 
order of seven [4]. Hence, despite modularizing a small functional network in biol-
ogy, the computational prediction of steady-state glycolytic metabolite concentra-
tions may not reflect realistic in vivo values because of the lack of accuracy in 
determining kinetic reaction parameter values using an in vitro system.

Moreover, the kinetic approach requires (i) a priori knowledge of all detailed 
connectivities of reacting species and (ii) the assumption of steady-state conditions. 
This requirement highly limits their applicability for analyzing a cellular system 
where the knowledge of network topology is sparse, for example, in signal trans-
duction and gene regulatory networks, and for interpreting non-steady-state or 

Box 2.1 (continued)

It follows that for any system in chemical equilibrium, the rate of an ele-
mentary reaction is proportional to the product of the concentrations of the 
reacting species.

�Enzyme Kinetics

For reactions that require the aid of other species, such as enzymes that 
enhance catalytic reactions, the mechanism to account for such reactions 
assumes that the species A combines with the species E in a reversible manner 
to give complex EA, which then dissociates reversibly or reacts irreversibly to 
produce B while leaving E unchanged.

E A EA E Bk
k

kcat+  → +← →
−

1

1

In this case, the rate of B formation can be shown to be [9]:

dB

dt

V A

A KM

=
+

max[ ]

[ ]

where V k Ecat tmax [ ]=  and K
k k

kM
cat=
+ -1

1

The reaction rate increases with increasing [A], approaching an asymptote 
at Vmax, when all enzyme is bound to A. [E]t is the total enzyme concentration 
and kcat is the maximum number of enzymatic reactions catalyzed per 
second.

There are various forms of enzyme kinetics, depending on the types of 
intermediates or cofactors affecting the overall reactions [9].
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complex dynamic response to external perturbation. Therefore, there have been 
numerous efforts to find alternative theoretical and computational methodologies 
that would analyze complex dynamics and overcome the difficulty of not having 
enough in vivo biological data.

One popular method that overcomes the issue of parameter reliability is the flux-
balance analysis (FBA) [5]. Here, only the reaction topologies or stoichiometry of 
the network need be known. Constraints are introduced by the stoichiometric coef-
ficients in the system for the optimization of certain biological function, such as 
growth or production of certain compounds. Although the FBA requires the assump-
tion that metabolite concentrations remain at the steady state for analysis, it has 
been successfully used to interpret important physiological functions of a living 
cell. For example, Palsson and colleagues experimentally verified their prediction 
for the primary carbon source and oxygen uptake rates for maximal cellular growth 
in Escherichia coli [6]. Nevertheless, the FBA requires steady-state response and 
connectivity of all species in a biological network to be known, which highly limits 
its applicability for signaling or gene network analysis.

On the other hand, as mentioned in Chap. 1, the use of a simple mass-action 
model in a highly limited module of tumor necrosis factor (TNF), lipopolysaccharide 
(LPS), epidermal growth factor (EGF), and nerve growth factor (NGF) signaling has 
produced very useful insights into the regulation of key transcription factors and their 
gene expressions. These achievements may seem to contradict studies that aim to 
understand the details of the entire biological part list before interpreting complex 
dynamics. The truth, obviously, depends on the type of biological questions that one 
seeks to find solution. In the case of the signaling studies mentioned, the goal was to 
understand how the IKK and MAPK module responded to different stimuli. The 
investigations demonstrated that it was not necessary to know the detailed dynamics 
of each signaling species activated for each stimulus to understand their core regula-
tory features. So, why is it that not all details are required to understand IKK and 
MAPK modular response or to understand the physiological growth rate of E. coli?

The answer may lie within the organizing principles observed for biological net-
works. Chapter 1 highlighted that biological networks are organized in a scale-free 
manner, where controlling the ‘nodes’ would not overtly change the stable response 
of the network, while removing the ‘hubs’ is likely to produce an unstable or delete-
rious response. In a pioneering work on understanding E. coli chemotactic behavior, 
Leibler and colleagues showed that the adaptation precision of bacterial chemotaxis 
was insensitive to the large variation of its network parameter values [7, 8]. This 
mechanism, therefore, allows E. coli to display robust behavior to a wide range of 
attractant and repellent concentrations. However, at the same time, other properties, 
such as adaptation time and steady-state tumbling frequency, were variable with 
stimulant concentration. Overall, the work concludes that the core network structure 
does not depend on the precision of its parameter values. This important finding is 
fundamental to the success of the numerous simple models, such as those for IKK 
and MAPK modules or for carbon metabolism, where it is the network structure 
rather than reaction kinetics that is crucial for the robust and repeatable behavior of 
the system.

2  Perturbation-Response Approach for Biological Network Analysis
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In this chapter, and for most of this book, we focus on the “perturbation-response” 
approach, where instead of trying to understand the microscopic details of the 
detailed kinetics of each reaction, a macroscopic or ‘top-down’ view of the biologi-
cal network behavior is used to understand the system structure and behavior. More 
technically, instead of measuring each reaction kinetics to investigate biological 
network response, one can alternatively observe the dynamic patterns of the net-
work species to a given perturbation, and then directly determine the response 
parameter values for the model.

�The Perturbation-Response Approach

Let a fixed perturbation be given to one of the species in a cellular system: this will 
result in the propagation of response waves among those species that interact. 
Obviously, those species that are not connected will remain at baseline or steady-
state levels. Figure 2.1 schematically illustrates a hypothetical system with five spe-
cies. Here, the perturbation of X1 results in the response of species X3 and X5 only, 
suggesting the existence of connectivity between the three species. Next, by analyz-
ing the time to reach peaks, the actual peak levels, and the decay rates, the order of 
causal relationships or connectivity between the species can be determined.

For example, in a closed system, if the concentration of (i) X1 decreases only, (ii) 
X3 increases, go through a maximum, and decreases, and (iii) X5 increases only, by 
the law of mass flow conservation it can be shown that the connectivity is a linear 
chain of reactions: X1→ X3 →X5 (Fig. 2.1). That is, the temporal order of responses 
can yield the causal connectivity of the species in the reaction mechanism.

To illustrate this further, let us construct a linear chain of reactions for Y species 
(Y1→Y2→Y3→….→YN-1→YN) using first-order mass-action response equations. By 
applying a pulse perturbation to the concentration of the first species, Y1, we observe 
the propagation of response waves along the pathway (Fig. 2.2). The experiments 

Fig. 2.1  Essence of the perturbation-response approach. The summation of all reaction rates will 
be zero in a mass-conserved closed system

The Perturbation-Response Approach
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preserve the total input and output fluxes. Under such conditions, a linear super
position of propagation response waves connects the species between input and 
output fluxes. Thus, simple linear rules can be derived for the system, notably, (1) 
the time to reach peak values (Peak Y2, Peak Y3, etc., in Fig. 2.2) increases and its 
amplitude decreases as one moves down the reaction network, unless there are other 
features such as feedback reactions; (2) the initial response gradient can be used to 
determine the location of a reactant species in a network, that is, the steepest gradi-
ent is the closest to the perturbed reactant species and the lowest gradient is the 
farthest; (3) reactant species that are not connected to the system do not show any 
response profile; and (4) as the law of mass conservation is used for pulse propaga-
tion, the sum of all species deviations from the steady state (weighted by stoichio-
metric coefficients) is constant. Therefore, it can help to determine the correct 
stoichiometric coefficients [10].

Despite the simplicity of the approach, linear response is visually apparent in the 
dynamic response profiles of several intracellular molecules activated in glycolysis, 
EGF- and TLR3/4 signaling to their respective perturbations (Fig. 2.3a–d). In other 
words, the perturbation-response analysis clearly provides evidence that complex 
biological networks could be governed by simple mass-action response equations, 
resulting in the linear superposition of propagation response waves.

To understand why biological network dynamics can follow linear response, let 
us reconsider pulse perturbation, (α, 0) at t = 0, given to a simple two-species chain 
governed by first-order mass-action equations; X = (X1, X2): X Xk k

1 2
1 2¾ ®¾ ¾ ®¾ . 

The perturbation wave δX = (δX1, δX2), applied to the system with rate constants k1 
and k2 for X1 and X2, where X1 has k1 as depletion and X2 has k1 as formation and k2 
as depletion, can be represented by

	

d

dt

k

k k

δ
δ

X
X=

−
−







1

1 2

0

	
(2.1)
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Fig. 2.2  Propagation of 
response waves. Temporal 
profiles of species 
concentration in a linear 
chain reaction network for 
pulse perturbation of species 
Y1 (with N = 7; see text). The 
units are arbitrary, scaled by 
rate coefficients
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Fig. 2.3  The response of biological pathways to upstream perturbation shows deterministic 
downstream formation and depletion waves. Glycolysis (a), epidermal growth factor (EGF)-
signaling (b), TLR3-signaling (c), and TLR4-signaling (d) dynamics show activation and deactiva-
tion following formation and depletion waves ((a) Adapted from Bujara et al. [11]; (b) adapted 
from Blagoev et al. [12]; (c) adapted from Helmy et al. 13]; (d) adapted from Selvarajoo et al. [14])
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With initial conditions, X0, solving Eq. 2.4 yields the sum-of-exponentials:

	 d aX e k t
1

1= −

	 (2.2)

	
dX

k

k k
e ek t k t

2
1

2 1

1 2=
−

−− −( )
	

(2.3)

Factorize Eq. 2.3 with respect to e k t- 1  if k2 > k1 (or e k t- 2  if k1 > k2) and obtain:

	
dX

k

k k
e ek k t k t

2
1

2 1

1 2 1 1=
−

− − − −( )( )

	
(2.4)

Equation  2.4 can be rewritten to constitute both the formation and depletion 
wave terms:

	 	 (2.5)

where α represents the amount of perturbation and p1 and p2 represent the measure 
of formation and depletion response propagation waves, respectively. In general, p1 
and p2 are not equal to k1 and k2, respectively, and are determined by fitting with 
experimental data. Thus, the formation and depletion terms observed for several 
biological network responses (Fig. 2.3) are likely to have their origins from first-
order or linear response equations.

�The Origins of Linear Response

To investigate the origins of formation and depletion waves in the response of vari-
ous complex biological networks outlined so far, let a stable network consisting of 
n species be perturbed from the reference steady state. In general, the resultant 
changes in the concentration of species are governed by the kinetic evolution 
equation:

	

¶
¶

= ( ) =
X

t
F X X X i ni

i n1 2 1, ,.., , ,..,
	

(2.6)

where the corresponding vector form of Eq. 2.1 is 
¶
¶

= ( )X
F X

t
. F is a vector of any 

nonlinear function including diffusion and reaction of the species vector X = (X1, X2, 
.., Xn), which represents activated concentration levels of the reaction species (hence 
the partial derivative used). The response to perturbation can be written by X = X0 + 
δX, where X0 is the reference steady-state vector and δX is the relative response 
from steady states (δXt=0 = 0).
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The generally nonlinear kinetic evolution equation (Eq. 2.6) can be approximated 
or linearized by using the Taylor series:

	

∂δ
∂

∂
∂

δ
∂

∂
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X
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+
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(2.7)

As the general volume of perturbing substance is usually very small (order of 
1 %) compared to the total volume of cells that are perturbed, now consider a small 
perturbation around the steady state in Eq. 2.7, in which higher-order terms become 
negligible, and resulting in the approximation of the first-order term. 

In vector form d

dt

F
X

X X

δ
δ

X X

X
≅

∂ ( )
∂

= 0

 (note the change from partial derivative to 

total derivative of time), where the zero-order term F(X0) = 0 at the steady-state X0 

and the Jacobian matrix, or linear stability matrix, is J = 
∂

∂
F

X X

X

X

( )
= 0

. The elements 

of J, based on the initial activation topology, are chosen by fitting δX with corre-
sponding experimental profiles. Hence, the amount of response (flux propagated) 
along a biological pathway can be approximated using first-order mass-action 

response, i.e., d

dt

δ
δ

X
J X= . That is, the basic principle so far suggests that the 

response rate of species in a mass-conserved system at an initial steady state can 
be approximated by the first-order mass-action response equation, given a small 
perturbation to one or more species.

Note that Jacobian matrix elements (or response coefficients) can represent not 
only reaction information but also spatial information such as diffusion and trans-
port mechanisms. Thus, each species in the perturbation-response model can repre-
sent a molecule, a different modified state of a molecule (e.g., ubiquitinated state), 
or a molecular process such as diffusion or endocytosis. That is, each species in the 
biological network does not necessarily represent a specific molecular species. For 
illustration, in a pathway q1 → q2 → q3 → q4 → q5, q1 to q5 can each be a different 
protein or the same protein at different stages in signaling, for example, q1 being 
internalized (q2), transported to a different organelle (q3), ubiquitinated (q4), and 
become part of a protein complex (q5).

Thus, in contrast to bottom-up kinetic models, which use fixed network topology, 
the perturbation-response approach considers the network as a sequence of events 
rather than just molecular species. As molecular networks are largely not fully under-
stood, this difference is crucial as it prevents rigidly fixing the network topology, and 
allows it to be modified according to experimental data so as to prevent overfitting 
problems and, as a consequence, identify novel features of biological networks.

In addition, as cellular processes involve a large number (thousands) of intracel-
lular molecular interactions, it is currently not plausible to model the dynamics of 
all possible reactions with the generally limited data. To overcome such difficulties, 
this approach permits the lumping of several molecules into a species, and the 
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resultant averaging nature of the response equations does not require detailed 
kinetics. This postulation will become clearer in later chapters where the lumping of 
several molecules in signaling networks does not distort the overall properties of the 
system response.

�Limitations of Linear Response Approach

As with all modeling approaches, there are certain limitations that require mentioning. 
First, the linear response approach does not comprehensively model the details of the 
kinetics of an individual signaling reaction. Second, the small perturbation assump-
tion leading to the deterministic first-order mass-action equations represents an 
average cell response in a well-mixed homogeneous environment. Hence, the approach 
cannot be used to study single-cell stochastic behavior or oscillatory dynamics in a 
heterogeneous environment (see Chap. 9). Third, the model predictions show relative, 
and not absolute, activation levels. Fourth, the first-order response may be used only 
for a relatively short primary response period (up to 2 h), where secondary effects 
such as autocrine or paracrine feedback regulations are usually not significant. Fifth, 
the first-order response is best suited for a fixed perturbation strategy; that is, the 
model cannot be tested with the same parameter values across a variable range 
(volume) of perturbing stimuli. In that situation, a different set of parameters or net-
work features (e.g., feedback loop) could suffice for different levels of perturbation. 
Although linear response is observed for numerous cellular responses, their applica-
tion may not necessarily be applicable in several other cellular processes, such as in 
interpreting cell fate decision or neural signaling, where nonlinear approaches are 
required [15, 16].

Nevertheless, the linear response approach is not restricted to specific pathways. 
It can be applied to model any pathways that experimentally display formation and 
depletion waves (Fig. 2.3). Although the position of a particular species in a reac-
tion network requires all related species be identified and measured, simple models 
using linear response that lump several molecular species can still provide useful 
information in revealing overt novel network features, for example, the identifica-
tion of distinct IKK–IκB–NF-κB network wirings in LPS, TNF, EGF, and NGF 
stimulation (see Chap. 1). More examples with better details are shown in the 
following chapters through the investigations of various innate immune signaling 
networks, where several missing components from the current knowledge of their 
network species are revealed.

In the following chapter, Chap. 3, we introduce some basic aspects in immunology 
and Toll-like receptor (TLR) signaling. Chapters 4, 5, 6, and 7 consider the use of 
the linear response approach to analyze the dynamics of TLR4 (Chaps. 4 and 5), 
TLR3 (Chap. 6), TNF (Chap. 7), and TRAIL (Chap. 8) signaling. Chapter 9 onwards 
introduce the issue of nonlinearities observed in biology and set the tone for future 
systems biology research.
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        The immune system of living organisms is a highly complex and sophisticated 
response machinery that protects the host from a diverse range of invading patho-
gens. It also helps to neutralize any toxic or allergenic substances that enter the host. 
Today, the creation of a new scientifi c and therapeutic fi eld, tumor or cancer immu-
nology [ 1 ], to combat malignant cancers through the use of immune cell response 
demonstrates the crucial importance of the immune system in the survival, adaption, 
and existence of living organisms. 

 In vertebrates, the immune system consists broadly of two interconnected com-
ponents: innate and adaptive [ 2 ]. The innate immune system, the fi rst line of the host 
defense mechanism, consists of specialized cell types such as macrophages, neutro-
phils, and dendritic cells (Fig.  3.1 ). These cells carry pattern recognition receptors 
and cell-surface molecules enabling the detection of microbial intruders and invoke 
the release of proinfl ammatory cytokines. The induced cytokines, which are cell- 
signaling proteins or peptides, enhance the immune response by triggering intracel-
lular cascades in other cell types to collectively fi ght against the infection. The 
innate immune response occurs within minutes and lasts for a few days.

   The adaptive immune response, on the other hand, produces a stronger effect as 
well as creating immunological memory, where the signature antigen of each patho-
gen is stored in specifi c lymphocytes: B- and T cells (Fig.  3.1 ). Thus, in contrast to 
the innate immune cells that produce a more general response, the adaptive immune 
cells contain antigen-specifi c receptors, which allows for the generation of tailored 
responses precisely targeting ‘memorized’ pathogens. As adaptive immunity occurs 
over weeks to years, the immunological memory invokes rapid eradication of sub-
sequent infections, which otherwise require longer periods of time, making it cru-
cial for the overall survival of vertebrates. This is the basis for immunization and 
vaccination in humans. 

 Although the innate and adaptive components are often discussed independently, 
they actually work together in sequential order to complete the entire neutralization 
process of infectious pathogens. However, when the balance with the immune sys-
tem is compromised, as through genetic mutations, the net effect could lead to 
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immune-related disorders such as rheumatoid arthritis, infl ammatory bowel disease, 
Crohn’s disease, diabetes mellitus type 1, and cancer [ 4 ]. Thus, the proper function-
ing of the immune system not only protects the host from pathogenic infection, it 
also prevents chronic illnesses from occurring. 

    Types of Innate and Adaptive Immune Cells and Their Roles 

 The immune system has its origin from the hematopoietic stem cells. The multipo-
tent hematopoietic stem cells differentiate into common myeloid and lymphoid pro-
genitors. The common myeloid progenitors, subsequently, generate megakaryotes, 
erythrocytes, mast cells, macrophages, dendritic cells, neutrophils, basophils, and 
eosinophils, whereas the common lymphoid progenitors give rise to small lympho-
cytes (B- and T cells) and large granular lymphocytes (natural killer or NK cells) 
(Fig.  3.2 ).

   The innate system consists of complement proteins, mast cells, macrophages, 
dendritic cells, neutrophils, basophils, eosinophils, and NK cells (Table  3.1 ). These 
proteins or cells generally identify foreign agents that enter the host and generate 
two major functions: (i) the elimination of pathogens or toxic materials through 
direct contact or engulfi ng (endocytosis) and neutralizing them (phagocytosis), and 
(ii) the production of cytokines and antigen (a unique component of the intruder) 
presentation, which act as mediators to trigger adaptive immunity.

  Fig. 3.1     The cell types and components that represent the innate and adaptive immune systems  
(Adapted from Dranoff [ 3 ])       
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   The adaptive system comprises mainly B cells and T cells. The B cell expresses 
antibodies, also known as an immunoglobulin, on its surface. The antibodies recog-
nize antigens presented by the antigen-presenting cells, resulting in the engulfment 
and digestion of the antibody–antigen complex within the B cell. Subsequently, 
fragments or peptide antigens are displayed on major histocompatibility complex 
(MHC) class II surface molecules that attract specifi c matching T cells. B cells are 
activated on interaction with T cells, and this leads to their maturation and differen-
tiation into antibody-producing plasma cells. 

 There are several types of T cells: helper, killer, memory, NK, and γδ (Table  3.1 ). 
Among these, the best studied cells are helper and killer T cells. The helper T cells, 
sometimes referred as CD4 +  T cells, by recognizing the antigen fragments bound on 
MHC class II molecules produce autocrines, which subsequently multiply and mature 
B cells into plasma cells and memory B cells. The killer T cells, as the name implies, 
kill virus-infected or damaged cells. These cells are also known as CD8 +  T cells and 
are specifi c to MHC class I molecules found on almost every cell type in the host.  

    The Link Between Innate and Adaptive Immunity 

 Innate and adaptive immunity, although these functions have been classifi ed dis-
tinctly, are, in fact, well connected and require highly organized orchestration for 
completing the recognition to elimination process of host infection. The innate 
immune cells possess microbial sensors that detect invariant molecular patterns, 

  Fig. 3.2     Cell differentiation lineage of multipotent hematopoietic stem cells into innate and adap-
tive immune cells  (Adapted from Wikipedia)       
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also referred to as pathogen-associated molecular patterns (PAMPs), of microorgan-
isms through the pattern-recognition receptors (PRRs) to trigger its response. There 
are several types of PRRs, such as the secreted, cytosolic, and transmembrane 
classes. Among these, the Toll-like receptors (TLRs) are the best characterized and 
studied [ 5 ]. 

 The PRRs, upon detecting PAMPs, trigger intracellular molecular signaling cas-
cades that induce the production of costimulatory molecules (such as tumor necro-
sis factor) and cytokines crucial for the activation of adaptive immune system, 
mainly through T cells (Fig.  3.3 ). Usually the PAMPs attached to the PRRs internal-
ize into the cytosol-forming phagosome or endosome, where the pathogenic materi-
als or antigens are processed. Consequently, these are presented back at the cell 
surface by MHC class I or II. The T-cell receptor (TCR) on the immature T cells 
connects with the antigens from the innate immune or antigen-presenting cells and 
matures them to become helper or killer T cells (Fig.  3.3 ).

    Table 3.1    Main functions of innate and adaptive immune cells   

 Cell type  Designation/subtype  Main function 

 Mast cell  Innate  Releases heparin and other hormonal mediators 
that play protective and wound-healing roles 

 Basophil  Innate  Plays similar role to mast cell 
 Neutrophil  Innate  Rapid responders that migrate toward the site of 

infl ammation and “nonspecifi cally” destroy 
the invaders 

 Eosinophil  Innate  Possesses functions similar to both basophils 
and neutrophils 

 Macrophage  Innate  Phagocytosizes necrotic materials, regenerates 
cell repair, and induces cytokine production 
for adaptive immunity 

 Dendritic cell  Innate  Act as antigen-presenting cells for adaptive 
immunity and also induce cytokine 
production 

 Natural killer  Innate  Surveys and fi ghts infected and cancer cells; 
also produces cytokines for triggering 
adaptive immunity 

 B lymphocytes  Adaptive/plasma B cells  Produce antibodies required for destruction 
through phagocytes such as T cells 

 Adaptive/memory B cells  Memory cells for quick response following a 
second exposure to the same antigen 

 T lymphocytes  Adaptive/helper (CD4+)  Assist and control other cells for the transition 
between innate and adaptive response 

 Adaptive/killer (CD8+)  Kill pathogen-infected or damaged/
dysfunctional cells 

 Intermediate/NKT  Share the property of NK and T cells 
 Intermediate/γδ  Largely unknown but believed to have a key 

role in recognition of lipid antigens 
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   As the vertebrate immune system is broad and complex, this book focuses only 
on the innate immune response, with main emphasis on the intracellular signal 
transduction pathways of the TLRs 3 and 4, tumor necrosis factor (TNF), and TNF- 
related apoptosis-inducing ligand (TRAIL).  

    Toll-Like Receptors and Their Signaling Networks 

 The TLR signaling pathways form an integral part of innate immunity. The TLRs 
are transmembrane proteins that function to recognize conserved PAMPs related to 
microorganisms, such as lipopolysaccharide (LPS) from gram-negative bacteria and 
double-stranded RNA (dsRNA) from viruses. Upon their recognition, the TLRs 
trigger microbial clearance and induce the production of immunoregulatory chemo-
kines, cytokines, and cell-surface and costimulatory molecules [ 5 ]. The TLRs also 
increase effector functions such as phagocytosis and present antigen to T cells. 
Thus, the activation of TLRs is a fi rst line of the mammalian immune defense 
system. 

 There are 13 known members of the TLRs in mammals. TLRs 1, 2, 4, 5, and 6 
are located at the cell surface, whereas TLRs 3, 7, 8, 9, 11, and 13 are bound to the 
intracellular endosomes. The details of TLR 12, found in mice, remain poorly 
understood. The superfamily of TLRs each carries a specialized sequence to bind to 
a wide variety of PAMPs. TLR1 recognizes peptidoglycan and (triacyl) lipoproteins 
by heterodimerization with TLR2 and has specifi city for gram-positive bacteria. 
TLR2 has the ability to form heteromers with TLR1 or TLR6 to attain specifi city for 

  Fig. 3.3     Link between innate immune response and adaptive immunity in a dendritic cell  (Adapted 
from Kapsenberg [ 6 ])       
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diverse lipopeptides and hence is capable of recognizing a variety of pathogens. 
TLR3 mostly recognizes virus strands such as dsRNA, viral RNA, and poly (I:C). 
The best characterized TLR, TLR4, mainly detects lipopolysaccharide (LPS) found 
in gram-negative bacteria. Figure  3.4  shows the known ligands of the remaining 
major TLRs.

   All TLRs possess the conserved Toll/IL-1 receptor (TIR) region, approximately 
160 amino acids long in their cytoplasmic domain, essential for cellular signaling 
(Fig.  3.5 ). The TIR mediates the association of adaptor molecules with the myeloid 
differentiation primary response gene 88 (MyD88), TIR domain-containing adaptor 
including interferon-β (TRIF), TRIF-related adaptor molecule (TRAM), and TIR 
domain-containing adaptor protein (TIRAP), all of which contain complement TIR- 
binding domains.

   Upon ligand binding, all TLRs, except TLR3, trigger the MyD88-dependent 
pathways. TLR3 solely, and TLR4 additionally, activate the MyD88-independent or 
TRIF/TRAM-dependent pathways (Fig.  3.6 ). The TIR domain allows the recruit-
ment of MyD88 to the intracellular TLRs, resulting in the binding of IRAK-4 to 
MyD88 at the receptor, which induces the association of IL-1R-associated kinase 1 
(IRAK-1). IRAK-1 becomes phosphorylated and recruits tumor necrosis factor 
receptor-associated factor 6 (TRAF-6). Phosphorylated IRAK-1 and TRAF-6 dis-
sociate from the receptor and form a complex with transforming growth factor-β- 
activated kinase (TAK)1, TAK-binding protein (TAB)1, and TAB2; this results in 

  Fig. 3.4     Main types and location of Toll-like receptors  ( TLRs ).  LTA  lipoteichoic acid,  PGN  
 peptidoglycan,  LPS  lipopolysaccharide,  dsRNA  double-stranded RNA,  ssRNA  single-stranded RNA       
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  Fig. 3.5     Schematic structure 
of Toll-like receptor  ( TLR ) 
 showing the Toll/IL-1 
receptor  ( TIR )  domain .  LRR  
leucine-rich repeats       

  Fig. 3.6     Signaling networks of major TLRs  (Adapted from Romagne [ 7 ])       
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(i) the activation of AP-1 through mitogen-activated protein (MAP) kinases and 
(ii) the activation of NF-κB (p65/p50) through IκB kinases (IKK α, β, and γ). The 
activated AP-1 and NF-κB bind to the promoter region of many proinfl ammatory 
genes in the nucleus and induce their messenger RNA expression. The MyD88-
dependent pathway mainly induces proinfl ammatory cytokines such as TNF, IL-6, 
and SOCS3.

   The TRIF/TRAM-dependent pathway, on the other hand, recruits TRIF/TRAM 
at the TIR and activates IKKε and TBK1. This pathway results in the triggering of 
NF-κB (cRel/p50) and interferon (IFN) regulatory factor 3 or 7 (IRF-3/7) for the 
induction of type I interferons (IFNs) and chemokines such as IP-10 (encoded by 
 Cxcl10 ) and IFN-induced proteins. Thus, the MyD88- and TRIF/TRAM-dependent 
pathways complement each other in the production of a wide range of proinfl amma-
tory mediators. 

 There are, however, checkpoints in the TLR signaling that limit the amount and 
duration of the overall proinfl ammatory response: this check is performed through 
negative regulators that are active across various positions along the signaling path-
ways. Decoy receptors at the membrane surface, such as SIGIRR, or crosstalk with 
other pathways, such as transforming growth factor (TGF)-β, suppress TLR signal-
ing by competing for ligands or intracellular molecules, respectively [ 8 ]. Others 
include IRAK-M, SOCS1, NOD2, PI3K, TOLLIP, and A20, which principally tar-
get the intracellular MyD88-dependent pathway. Caspases are also known to com-
pete for intracellular TLR signaling by channeling the fl uxes to the apoptosis 
pathways [ 9 ]. 

 The TLRs also play major roles in numerous chronic diseases [ 10 ]. The expres-
sion of TLRs has been reported to be elevated in the immune cells of subjects suf-
fering from diabetes mellitus, atherosclerosis, rheumatoid arthritis, etc. In addition, 
elevated expression of TLRs has also been discovered in many cancer cell types, 
and mounting evidence indicates TLR-associated infection causes tumorigenic 
infl ammatory responses that lead to cancer development. Thus, suppression of the 
TLR pathways seems a viable option to control complex proinfl ammatory diseases. 
Investigation of the dynamic response of TLRs is important as it will allow a better 
understanding of the complex signaling mechanism and will eventually lead to 
strategies that could specifi cally modulate the signaling network at appropriate 
locations for the development of novel and effective therapeutic candidates. 

 The TLR research has gained rapid momentum over the last two decades, pri-
marily because of its signifi cance in controlling the major response of the innate 
immunity. Experiments at various levels and scales, from the single molecule at a 
single cell to cell populations, with time-course and high-throughput data acquisi-
tion, have been performed to understand these pathways and the regulatory roles of 
different adaptors and signaling molecules [ 11 – 14 ]. Despite this, the detailed 
mechanism of signal propagation through both the MyD88-dependent and the 
TRAM/TRIF-dependent pathway remains poorly understood. Furthermore, as 
more information and details regarding these pathways are obtained, it becomes 
increasingly daunting to analyze the data without the aid of appropriate analytical 
and systemic tools. 
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 The next chapter investigates TLR4 signaling dynamics through a dynamic 
 computational modeling approach utilizing the perturbation-response methodology 
described in Chap.   2    . The subsequent chapters are devoted to the systemic investi-
gation of TLR3 and other innate immune-related networks (TNF and TRAIL 
 signaling).     
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The TLR4 signaling pathway consists of the MyD88-dependent and TRIF/
TRAM-dependent pathways. Initial experimental studies involving signaling mol-
ecules mediated through the pathways have been predominantly performed in a 
nonconstitutive manner. That is, the two pathways have been studied independently 
of each other. However, later studies indicated that the two pathways interacted 
downstream of TRIF and, therefore, may be dependent on each other in the activa-
tion of proinflammatory transcription factors NF-κB and AP-1. For example, LPS-
induced activation of TLR4 in murine macrophages deficient in MyD88 demonstrated 
impaired and delayed kinetics of NF-κB activity (Fig. 4.1a) [1]. This result has been 
reproduced on several occasions [2, 3]. However, it was also shown that NF-κB-
dependent cytokines such as tumor necrosis factor (TNF) and interleukin (IL)-1β 
were abolished in MyD88-deficient cells (Fig. 4.1b) [1]. If NF-κB is not completely 
abolished in MyD88-deficient cells, why are the corresponding cytokines abolished?

Other work has demonstrated the interaction of Toll/IL-1 receptor (TIR) domain-
containing adaptor (TRIF) with TNF-receptor-associated factor 6 (TRAF6) [4], 
leading to the question whether TRAF6 binding to TRIF could lead to the activation 
of NF-κB in a MyD88-independent manner. However, LPS-stimulated TRAF6-
deficient mice have also shown the induction of NF-κB [2, 5]. Collectively, these 
studies indicate a possible link between the MyD88-dependent and TRIF/TRAM-
dependent pathways in the activation of NF-κB, in both MyD88- and TRAF6-
deficient mice. However, the suggestion of signaling crosstalk occurring by the 
binding of TRAF6 to TRIF remains controversial [4, 5].

To address the mechanistic properties related to the crosstalk, and to understand 
the differential kinetics of signaling molecules in mutant conditions, such as the 
delay mechanism for NF-κB activation in MyD88-deficient cells, a systems biology 
approach that analyzes the available TLR4 network with experimental dynamics in 
multiple conditions (wild-type and mutant data) is required. Here, the perturbation-
response approach is used for the investigation.

Chapter 4
Inferring Novel Features  
of the TLR4 Pathways
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�Computational Response Model of the TLR4 Pathways

When we first developed the original computational model of TLR4 signaling in 
2005 [6], the then-known topology of TLR4 signaling was as represented in Fig. 4.2. 
To interpret the intracellular signaling dynamics using this knowledge, a dynamic 
model was developed using first-order mass-action equations or the linear response 
approach (Chap. 2).

The initial model begins with the perturbation of the TLR4 receptor representing the 
binding of LPS/CD14/MD2; this triggers both the MyD88-dependent and TRIF/
TRAM-dependent pathways (Fig. 4.2). For the MyD88-dependent pathway, the signal-
ing reactions are (i) MyD88/MAL associates to the intracellular TIR domain of TLR4 
receptor (TIRAP can be lumped with MyD88), (ii) IRAK1 and IRAK4 associate to 
MyD88 at the receptor, (iii) IRAK-MyD88 complex activates TRAF6, (iv) TRAF6 
stimulates the formation of the TAB1/TAB2/TAK1 complex, (v) TAB1/TAB2/TAK1 
complex triggers MKK3/6, MKK4/7, and IKK complex (IKKα, IKKβ, and IKKγ), (vi) 
MKK4/7 activates JNK, (vii) MKK3/6 activates p38, (viii) IKKs phosphorylate IκBα 
and release NF-κB, (ix) p38 and JNK translocate to the nucleus, (x) NF-κB translocates 
to the nucleus, (xi) JNK and p38 activate AP-1, and (xii) NF-κB and AP-1 bind to the 
relevant gene promoters and induce transcription of Tnf, Socs3, il6, etc.

The following constitutes the TRIF/TRAM-dependent pathway: (a) TLR4 stim-
ulates recruitment of TRAM and TRIF to the TIR domain of TLR4 together, (b) 
TRIF binds with IKKε and TBK1 to activate IFN regulatory factor (IRF)-3, (c) 
IKKε/TBK1 complex activates cRel of NF-κB, and (d) IRF-3 and NF-κB translo-
cate to the nucleus, inducing the gene transcription of Cxcl 10, ifit 1, ifnb1, etc. Note 
that a formation (activation) term in the model refers to a binding, phosphorylation, 
or induction process, whereas a depletion (deactivation) term refers to an unbinding, 
dephosphorylation, translocation, or decay process.

The computational modeling approach consists of two broad procedures: model 
creation and model testing (Fig. 4.3). An initial signaling topology is obtained from 
well-known pathway databases, such as the Kyoto Encyclopedia of Genes and 
Genomes (KEGG) database [8], or is manually created (step 1). Using the topology, 
a computational model is developed where each reaction is represented by a 

Fig. 4.1  Experimental profiles of key molecules in wild-type and MyD88-deficient conditions to 
Toll-like receptor 4 (TLR4) lipopolysaccharide (LPS) stimulation. NF-κB activation (a) and 
NF-κB-inducible tumor necrosis factor (TNF)-α and in interleukin (IL)-1β expression (b) in wild-
type (+/+) and MyD88 KO (−/−) murine macrophages (Obtained from Kawai et al. [1])
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first-order mass-action response equation with pulse perturbation given to the receptor 
species (step 2). The parameters of the model (elements of J or response coefficients; 
see Chap. 2) are estimated by fitting the simulation profiles of available downstream 
molecules such as NF-κB and MAP kinases with corresponding activation profiles 
of wild-type cells for a specified period, usually up to 1 or 2 h, representing the pri-
mary signaling process (step 3). Note that during this period, secondary effects 
caused by autocrine signaling and feedback mechanisms are usually minimal. (Note 
that we ignore the feedback loop of NF-κB for simplicity as it occurs on average 
after 100 min) Provided the network topology is reasonably small, the model param-
eters can be chosen manually. Otherwise, semiautomatic selection methods, such as 
the genetic algorithm [9], can be utilized (Box 4.1). However, caution is required 
when using a fully automated system (with no human intervention) as it may lead to 
local or overfitting problems.

Fig. 4.2  Schematic of TLR4 pathway (Redrawn from the KEGG database in 2005)
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Fig. 4.3  Computational modeling approach for TLR signaling (Adapted from Helmy et al. [7])
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Presently, most of the experimental datasets available for cell signaling dynamics 
are semiquantitative by nature (e.g., Western blots, ELISA; Fig. 4.1a). To analyze a 
dynamic model simulation with such data, the experimental data can be quantified 
using imaging tools such as ImageJ [10]. This step allows the model simulations to 
be compared with relative semiquantitative experimental profiles, and the fitting 
process minimizes the gap between simulated and experimental profiles by varying 
each reaction parameter value randomly (Fig. 4.3, top right insert).

When the model is able to successfully fit the wild-type profiles of all tested 
molecules, the model is referred to as the reference model (step 4). Otherwise, the 
model topology or parameter values (response coefficients) are further adjusted 
until the model is able to simulate the experimental profiles reasonably well (step 5). 
There can be several Js that could fit wild-type activation profiles of reaction spe-
cies, thereby reducing the confidence of the model. To overcome the issue, so as to 
reduce the parameter space for J, temporal experimental profiles of other mutant 
conditions where data are available, such as MyD88 knockout (KO) and/or TRAF6 
KO, are utilized.

Each in silico KO is performed by setting the response coefficient(s) involving 
the KO molecule null and comparing the simulations with the relevant KO experi-
mental data. If the KO simulations do not go well with experimental profiles, the 
response coefficients are retuned until the model simulations are able to fit the acti-
vation profiles of both wild-type and KO conditions (step 6). Alternatively, if tuning 
all parameters does not improve the model simulations, the network topology of the 
model is modified, according to the response rules derived from the law of mass 
flow (signaling flux) conservation (Box 4.2). For example, adding novel signaling 

Box 4.1  Parameter Fitting and Fitness of Simulations

The parameter fitting of the reactions of a given topology is obtained by mini-
mizing the error between experimental and simulation profiles of all investi-
gated molecules. A genetic algorithm can be used with a fitness function f 
(example) given by
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where e i k,  is the error between the experimental and simulation curves of the 
ith molecule in the kth condition represented by the normalized area between 
the experimental and simulation curves for a period t to tmax. The algorithm 
evolves the parameter sets from one generation to the next by the operations 
of selection, crossover, and mutations [9]. The model is considered acceptable 
when the tolerance is set, for example, as max( ),e i k Tol≤ . To avoid local min-
ima, the algorithm is performed multiple times and in multiple experimental 
(e.g., KO) conditions.
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Box 4.2  Response Rules

Here, 10 response rules, from the law of signaling flux conservation and first-
order response to pulse perturbation are developed, to modify the initial sig-
naling topology for the inference of novel network features (A–C). Analyzing 
time to activation: Rule 1, Time Delay: By comparing the time to reach peak 
activation, any time delay in target signaling molecule’s activation represents 
‘missing’ cellular features such as directed transport machinery, protein com-
plex formation, and novel molecular interactions. Rule 2, Rapid Flux: When 
the activation of a downstream molecule is noticeably quicker than the experi-
mental activation, a novel rapid bypass pathway is inferred. Analyzing peak 
activation levels: Rule 3, Missing Flux: When the removal of a molecule along 
a pathway does not completely abolish its downstream intermediates, the 
presence of a novel bypass is indicated. Rule 4, Signaling Flux Redistribution 
(SFR): At pathway junctions, the removal of a molecule enhances the entire 
alternative pathways because signaling flux is rechanneled to available routes 
by the law of mass conservation (see Chap. 5 for details). Rule 5, Lack of SFR: 
At pathway junctions, the removal of a molecule does not enhance the alterna-
tive pathway, suggesting novel (i) intermediate(s) between the removed mol-
ecule and the pathway junction or (ii) a pathway link between the removed 
molecule and the alternative pathway is/are present. Rule 6, Dominant and 
Recessive Flux: Quantifies each pathway branch by comparing activation lev-
els between wild-type and mutant data. Analyzing activation patterns: Rule 7, 
Reversible Flux: When a response profile shows limiting decay that cannot be 
modeled by first-order decay, the presence of a reversible step is expected to 
produce limiting decay. Rule 8, Superposing Flux: When a response profile 
show multiple peaks, the superposition principle indicates the presence of (i) 
a novel bypass pathway from the same source or (ii) an alternative pathway 
with delayed response. Rule 9, Continuous Flux: When a response profile 
shows a continuous increase of activation not following pulse perturbation 
response, this indicates additional continuous flux from feedback mechanisms 
such as posttranslational effect or secondary signaling. Rule 10, Oscillations: 
When oscillatory response is observed, (i) a continuous feedback loop is sug-
gested for regular dynamics and (ii) nonlinear effects such as chaotic bio-
chemical dynamics are inferred for irregular dynamics.

(continued)

intermediates to obtain delay in the activation or crosstalk mechanism to provide an 
alternative source of activation in a KO condition (Box 4.2; and see later section). 
The procedure of modifying parameter values and topology is repeated until reason-
able predictions for all conditions are obtained. Consequently, the comparison of 
our initial model topology with the final ‘robust’ model will result in the inference 
of novel network features (step 7).
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(continued)

Box 4.2  (continued)
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�Simulations of NF-κB and MAP Kinases Activity  
in TLR4 Signaling

The initial conditions for the TLR4 computational model are such that apart from the 
first signaling steps, from TLR4 to MyD88/MAL and TRIF/TRAM representing the 
LPS perturbed condition, all other signaling processes begin with null activation (at 
t = 0). Note that the model describes the response waves generated by the perturba-
tion and, hence, the simulations will show relative activation levels rather than abso-
lute concentration levels of all the downstream signaling molecules (see Chap. 2).

  Box 4.2  (continued)
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Fig. 4.4  Experimental profiles of NF-κB and MAP kinases in wild-type and MyD88-deficient 
condition to TLR4 stimulation: NF-κB activation (a) and MAP kinases (cJun or AP-1, ERK, and 
p38) activation (b) in wild-type (+/+) and MyD88 KO (−/−) murine macrophages. Note that 
Western blots do not show the maximun peak accurately as the intensity saturates at undetermined 
concentration (From Kawai et al. [1])

As the TLR field is relatively new, the activation dynamics for most signaling 
molecules are largely unknown or unmeasured. In fact, data have been measured 
mainly for NF-κB and MAP kinases activity in a semiquantitative manner (Fig. 4.4).

The initial reference TLR4 model A (Fig. 4.3, steps 1–4) was developed using 
the pathway available from the KEGG database (Fig. 4.2). To increase the confi-
dence of the model’s overall predictability, it is essential to test the simulations for 
NF-κB and MAP kinase activity in other conditions, such as in genetic knockout 
(KO) conditions. We tested the TLR4 model in total of six other experimental con-
ditions, namely, MyD88 KO, TRIF KO, TRAM KO, TRAF6 KO, RIP1KO, and 
TAK1 KO, where data are available for comparison.

�Simulating Wild-Type and MyD88 KO Conditions

The initial wild-type simulations were able to fit the experimental semiquantitative 
profiles of relative NF-κB, AP-1 (cJun) activity reasonably well: zero activity at 
0 min, peak activity around 10–20 min, and decaying activity at 60 min (Fig. 4.5, 
blue solid lines; and Fig. 4.4).

Next, the model A is tested in MyD88 KO. For generating the in silico MyD88 
KO condition, the parameter(s) of reaction(s) involving MyD88 in the model is set 
to null. In contrast to experiments, the in silico MyD88 KO simulations (i) do not 
show noticeable delay in NF-κB activation and (ii) do show complete abolition of 
MAP kinase activity (Fig. 4.5, pink dotted line; and Fig. 4.4). In the model, when 
the activity of the MyD88-dependent pathway is suppressed (i.e., in silico MyD88 
KO), there is no alternative MAP kinase activation and the NF-κB activation is 
purely the result of the TRIF/TRAM-dependent pathway, through the IKKε/TBK1 
route. Hence, we observe impaired NF-κB and abolished MAP kinase activity.

Simulations of NF-κB and MAP Kinases Activity in TLR4 Signaling 
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�Determination of Time Delay Process and Crosstalk 
Mechanisms

For NF-κB, it is possible to obtain a certain degree of in silico delayed activation by 
lowering the parameter values along the TRIF/TRAM-dependent pathway. However, 
this step significantly affects the relative peak levels and the rate (shape) of deple-
tion waves, resulting in still poor simulation profiles [6]. Changing the first-order 
response equations to other types of expressions, for example, Michaelis–Menten 
kinetics, higher-order kinetics at TRIF/TRAM or IKKε/TBK1, did not produce 
effective delay (data not shown). This result may not be surprising given the fact 
that there are already several studies that suggest biological networks are not sensi-
tive to reaction kinetics, but rather are sensitive to reaction topology [11–14]. As 
noted earlier, because the TLR field is relatively new, there are possibilities for 
novel features missing from the original topology (Fig. 4.2). Therefore, the TLR4 
network in the model is allowed to be modified for the investigation of novel fea-
tures that could result in improved model simulations (step 5, Fig. 4.3).

One possible way to provide time delay and still maintain the peak levels is to 
add novel intermediates between the TLR4 and IKKε/TBK1 via TRIF/TRAM 
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activation (response rule 1; Box  4.2). Using this rule, several intermediates and 
reaction kinetics are tested. Consequently, the incorporation of about five theoretical 
intermediates leads to the desired delayed activation profile of NF-κB (Fig. 4.6a, b; 
model B). This result suggests that in the TRIF/TRAM-dependent pathway there 
likely exist ‘unaccounted’ biological intermediates representing unknown proteins, 
protein complexes, or molecular processes such as sequestration or transport mech-
anisms that delay the activation of NF-κB (see Chap. 2, “The origins for linear 
response”) [6].

Although the model is unable to accurately pinpoint the exact number or roles of 
the novel intermediates upstream of TRIF, nevertheless and remarkably, this overt 
prediction has been substantiated by recent experimental works: (i) the sequential 
activation CD14, ITAM-mediated process of tyrosine kinase Syk and its down-
stream effector PLCγ2 required for the endocytosis of TLR4 before TRIF/TRAM 
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activation (Fig.  4.7) [15, 16], and (ii) the phosphorylation of TRAM by PKCε 
required for IRF-3 activation and RANTES expression [17]. Note that these studies 
appeared later than the original TLR4 model predictions [6].

Next, focusing on MAP kinases, the in silico MyD88 KO still shows abolished 
activation in the updated model B (Fig. 4.6c). This finding, obviously, suggests that 
an alternative pathway, independent of MyD88, is present and is illustrated by 
response rule 3 (missing flux; Box 4.2). Therefore, it is likely that a crosstalk exists 
between the TRIF/TRAM-dependent pathway and the MyD88-dependent pathway. 
Alternatively, there could be a novel pathway independent of both MyD88 and 
TRIF/TRAM molecules.

Several studies have provided evidence for the interaction of MyD88-dependent 
and TRIF/TRAM-dependent pathways. However, there have also been controversies 
regarding the issue. As mentioned earlier, Sato et al. [4] have demonstrated the interac-
tion of TRIF with TRAF6, leading to the question whether TRAF6 binding to TRIF 
could lead to the activation of MAP kinase in a TRIF/TRAM-dependent manner. 
However, other studies using TRAF6-deficient mice in LPS-induced activation of 
TLR4 have shown, although impaired, the induction of NF-κB and MAP kinases [2, 5].

To test whether the interaction between TRAF6 and TRIF will improve MAP 
kinase simulations in MyD88 KO condition, an in silico signaling reaction between 
TRIF and TRAF6 for model B is added. Note that in model B, the precise location 
of the five novel intermediates cannot be determined by the perturbation-response 
model, unless detailed measurement of each molecule is available. Thus, the posi-
tion of the TRIF/TRAM complex can be adjusted. However, it is likely that the 
TRIF/TRAM complex is downstream of the novel intermediates (Fig.  4.7). 
Moreover, it is known that TRAM acts upstream of TRIF [7, 17], and hence in the 
model, the lumped TRIF/TRAM species and the upstream novel I5 were renamed 
to TRIF and TRAM, respectively (Fig. 4.8a, model C).

Fig. 4.7  Recent characterization of upstream intermediates that delay NF-κB and MAP kinase 
activation in TRIF/TRAM-dependent manner (From Zanoni et al. [15])

4  Inferring Novel Features of the TLR4 Pathways
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The simulations of NF-κB and MAP kinase activity for model C recapitulate the 
experimental dynamics in both wild-type and MyD88 KO (Fig.  4.8b, c). Thus, 
model C also supports (i) novel intermediates (such as Syk, and PLCγ2) between 
TLR4 and TRIF/TRAM and (ii) crosstalk between TRIF/TRAM and TRAF6. 
Nevertheless, will this modified model also be able to successfully simulate other 
KO conditions?
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�Simulating TRIF KO and TRAM KO Conditions

Next, model C is tested in TRIF KO and TRAM KO conditions. Experimentally, 
both TRIF and TRAM KOs completely abolish transcription factor IRF-3 activa-
tion; however, both NF-κB and MAP kinase JNK activity showed only slight 
changes compared to the wild-type [3, 18]. Here, only the TRAM KO data source is 
displayed for the experimental profiles (Fig. 4.9).

By selectively setting the parameter values of TRIF and TRAM to null for their 
respective in silico KOs, model C was tested with relevant experimental data 
(Fig.  4.9). Notably, the simulations for NF-κB, JNK, and IRF3 all qualitatively 
agree with experimental outcome: TRIF and TRAM KOs show (i) almost unchanged 
NF-κB and JNK activity compared with the wild-type, and (ii) complete abolish-
ment of IRF3 activity (Fig. 4.10). Note that the IRF3 simulation in MyD88 KO 
shows enhancement compared with wild-type activity. This enhancement occurs as 
a consequence of Signaling Flux Redistribution (response rule 4, SFR; Box 4.2) and 
is discussed in more detail in Chap. 5.

Fig. 4.9  Experimental NF-κB, IRF-3 and JNK activity in wild-type and TRAM-deficient cells. 
Murine macrophages were stimulated with LPS for the indicated periods. (a) Top panel: Nuclear 
extracts were prepared, and NF-κB DNA-binding activity was determined by electrophoretic 
mobility shift assay (EMSA) using an NF-κB-specific probe. Bottom panel: JNK activation by 
Western blotting using anti-phospho-JNK-specific antibody. (b) Monomeric (arrow) and dimeric 
(arrowhead) forms of IRF-3 from Western blot (From McGettrick et al. [18])
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�Simulating TRAF 6 KO, TAK1 KO, and RIP1 KO Conditions

TRAF6-deficient mice showed delayed and significantly impaired activation of 
NF-κB and MAP kinases [5]. From the updated topology (model C), it is conceiv-
able that the removal of TRAF6 will abolish MAP kinase activity. This information 
alone suggests that, in addition to TRIF to TRAF6 crosstalk, there exist(s) other 
interaction(s) between the MyD88-dependent and TRIF/TRAM-dependent path-
way downstream of TRAF6 for activating MAP kinases (missing flux; response 
rule 3, Box 4.2). This result brings the possibility of a crosstalk anywhere between 
TRIF and the TAK1/TAB complex or TRIF and MKK3/6 and MKK4/7.

TAK1 has been shown to play a vital role in multiple signaling pathways. 
A recent TAK1 KO study has revealed pronounced impairment of NF-κB and JNK 
activity in LPS stimulation [19]. However, from the topology analysis alone, adding 
crosstalk from the TRIF/TRAM-dependent pathway to TAK1/TAB complex 
bypassing TRAF6 will completely abolish MAP kinase activation in TAK1 KO. 
Thus, crosstalk between TRIF and the MyD88-dependent pathway should occur 
downstream of the TAK1/TAB complex.

Notably, there are reports that RIP1 mediates TRIF-dependent activation of 
NF-κB and phosphorylates ASK1-interacting protein (AIP)1 for MAP kinase acti-
vation [20, 21]. These features were incorporated into a revised model D (Fig. 4.11a). 
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Fig. 4.11  Finalized TLR4 topology and simulations (model D). (a) Updated schematic of TLR 
pathways. NF-kB (b), p38 (c), JNK (d), and ERK (e) simulations in wild-type (dark blue lines), 
TRAF6 KO (light blue lines), TAK1 KO (orange lines), RIP1 KO (gold lines), MyD88 KO (pink 
lines), and TRIF/TRAM KO (green lines). Note that TRIF and TRAM KOs simulations are com-
bined into a single green dotted dashed line (TF/TRM) because they possess identical profiles. The 
complete model D reactions and parameter values can be found in Chap. 5 (Table 5.1)
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The in silico TRAF6 KO, TAK1 KO, and RIP1 KO simulations are compared with 
experimental findings. The simulations of NF-κB and MAP kinases in all three con-
ditions are consistent with the relevant experimental data (Fig. 4.11b–e) [5, 19–21]. 
Next, the final revised model D is tested for NF-κB and MAP kinases dynamics once 
again in MyD88 KO, TRIF KO, and TRAM KO. As observed from Fig. 4.11b–e, 
overall, model D is able to recapitulate the experimental data for a total of seven 
experimental conditions.

In summary, in this chapter, a computational model of TLR4 signaling was 
developed using the perturbation-response approach and the law of signaling flux 
conservation (Chap. 2). Starting from an initial known topology, the computational 
model is analyzed across the wild-type and six mutant (MyD88 KO, TRIF KO, 
TRAM KO, TRAF6 KO, RIP1KO, and TAK1 KO) conditions. For the computa-
tional model to match temporal experimental measurement of key signaling mole-
cules (NF-κB, p38, JNK, and ERK), the response rules (Box  4.2) were used to 
carefully modify the novel missing features of the original TLR4 topology. In par-
ticular, (i) several intermediates along the TRIF/TRAM pathways and (ii) a cross-
talk between TRIF and MAP kinases are required for the final model to simulate 
multiple experimental conditions. From the simulations of the TLR4 pathways, it is 
evident that the topology or network structure is more crucial than parameter values 
for robustness of the model to predict multiple experimental conditions.
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        In the previous chapter, we developed a computational model of the TLR4 pathways 
and used response rules, derived from the law of mass fl ow (signaling fl ux) conser-
vation, to reveal novel features such as missing intermediates and crosstalk mecha-
nisms. This approach was achieved by comparing model simulations with wild-type 
and multiple mutant conditions. The investigations involved were solely based on 
protein activation dynamics. Here, we extend the prediction capacity to include 
downstream dynamic gene expression profi les. In particular, we are interested 
understanding the possible mechanisms for gain- or loss-of-function mutations in 
regulating gene expression. In other words, is it possible to understand why certain 
genes are regulated in genetic mutants not known to affect those genes? For exam-
ple, will the regulation of MyD88 affect TRAM-dependent genes? 

    Simulating TLR4-Induced Gene Transcription 

 The TLR4 model was extended to simulate four key proinfl ammatory genes, 
namely, the so-called MyD88-dependent  Tnf  and  Socs3 , and the TRAM-dependent 
 Cxcl10  and  Ifi t2 . We measured the time-course mRNA profi les of these genes 
in wild-type macrophages following lipopolysaccharide (LPS) stimulation 
(Fig.  5.1a , blue).

   For the computational model, to simulate gene transcription, several intermedi-
ary reactions between activation of transcription factors and targeted mRNA tran-
scriptions are included ( response rule 1 ; Box   4.2    ), to represent delay mechanisms 
potentially caused by chromatin remodeling and initiation complex formation. The 
parameter values of the additional fi rst-order response equations of each gene are 
fi tted to its respective experimental time-course mRNA profi les (Fig.  5.1b , blue). As 
is seen, the TLR4 model fi ts very well with wild-type dynamic experimental expres-
sion for all four investigated genes. 

    Chapter 5   
 Signaling Flux Redistribution            
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  Fig. 5.1     Temporal experimental and simulation dynamics of  TLR4 -induced gene expressions . 
( a ) Experimental  Tnf ,  Socs3 ,  Cxcl10 , and  Ifi t2  mRNA levels (normalized over  Gapdh ) after lipo-
polysaccharide (LPS) treatment in wild-type ( blue lines ) and MyD88 knockout (KO) ( red dotted 
lines ) macrophages measured by qRT-PCR. Values are average of six independent cultures 
(means ± SEM). ** p  < 0.01 versus wild-type. ( b ) Computational simulations (arbitrary units) of 
 Tnf ,  Socs3 ,  Cxcl10 , and  Ifi t2  in the presence ( blue lines ) and absence ( red dotted lines ) of MyD88 
upon TLR4 activation. Note that beyond 60 min,  Tnf  and  Socs3  expression for MyD88-defi cient 
macrophages was downregulated, presumably because of posttranscriptional complexities or auto-
crine negative feedback mechanisms, such as the role of A20, which are not considered in the 
model (Modifi ed from Selvarajoo et al. [ 1 ])       

 

5 Signaling Flux Redistribution
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 To observe the effects of the mutant, the expression levels of the four genes are 
next investigated in MyD88 knockout (KO). Notably, LPS stimulation on MyD88- 
defi cient macrophages showed increased activation of  Cxcl10  and  Ifi t2  compared to 
the wild-type (Fig.  5.1a , red, Table  5.1 ). According to our computational model 
(Fig.  5.1b , red), which also shows similar dynamics, the enhancement of TRAM-
dependent genes in MyD88 KO is caused by an increased fl ux along the TRIF/
TRAM- dependent pathway through  SFR  ( response rule 4 ; Box   4.2    ) (Fig.  5.2 ).

   According to the law of signaling fl ux (mass fl ow) conservation, targeting mol-
ecules at a pathway junction, in general, will affect the fl uxes of the alternative 
pathways. That is, if the molecules at the pathway junction are now increased, acti-
vation of the alternative pathways will be reduced. To illustrate this, MyD88 reac-
tion kinetics (TLR4 → MyD88) in the model was increased by twofold (to represent 
overexpression), and the consequent results show increased MyD88, NF-κB, and 
 Tnf  and reduced TRAM, IRF3, and  Cxcl10  activities (Fig.  5.2 , green). This result 
demonstrates the balancing or compensatory nature of signaling pathways. Thus, 
when MyD88 at a pathway junction is removed or overexpressed, the activation of 
the entire alternative TRAM pathway is enhanced or reduced, respectively.  

    Experimental Demonstration of  SFR  

 To examine whether  SFR  occurs in actual cells, macrophages from wild-type and 
MyD88-defi cient mice were measured for TRAM-dependent IRF3 phosphoryla-
tion, as well as activation of MAP kinases JNK, ERK, p38, and NF-κB (IκBα deg-
radation) after LPS stimulation. MAP kinases and NF-κB activation were impaired 
and delayed in MyD88-defi cient macrophages compared to wild-type macrophages 
and notably, as predicted by the computational model, increased IRF3 phosphoryla-
tion was observed for MyD88-defi cient macrophages (Fig.  5.3 ). These data support 
the model prediction of increased activation of the TRAM-dependent pathway in 
MyD88-defi cient macrophages, verifying the occurrence of  SFR .

   To experimentally identify the biological mechanism for  SFR , a competition 
assay in cultured cells by overexpressing the TLR4 cytoplasmic tail, MyD88, and 
TRAM was performed. The TLR4 (TIR domain) carries a multifunctional docking 
site where MyD88, Mal, TRAM, and TRIF adaptor molecules bind with common 
specifi city. Figure  5.4  shows that TRAM interacted with the TLR4 cytoplasmic tail 
in HEK293T cells. When the concentration of MyD88 was increased, MyD88 
preferentially competed TRAM from TLR4 in a dose-dependent manner, indicating 
that MyD88 and TRAM bind to TLR4 competitively. This fi nding suggests that 
increased TRAM binding with TLR4 in the absence of MyD88 is the result of loss 
of competition between MyD88-dependent and TRAM-dependent pathways. These 
data  provide the biological mechanism for  SFR .

Experimental Demonstration of SFR
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  Fig. 5.2     Illustration of signaling fl ux redistribution  (SFR)  in TLR4 activation . ( a ) Simulation 
profi les (arbitrary units) of MyD88-dependent ( MyD88 ,  JNK ,  Tnf ) and TRAM-dependent ( TRAM , 
 IRF3 , and  Cxcl10 ) in wild-type ( blue lines ), MyD88 KO ( red dotted lines ), and twofold overex-
pression ( green lines ) of MyD88. ( b ) Schematic of  SFR .  Top : Wild-type. Fluxes propagate through 
both the MyD88-dependent and TRAM-dependent pathways.  Middle : MyD88 KO. More fl uxes 
propagate or overfl ow through the TRAM-dependent pathway, resulting in increased  Cxcl10 . 
 Bottom:  MyD88 overexpression by twofold reduces  Cxcl10        
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  Fig. 5.3     Enhanced TRAM-dependent pathway in the absence of MyD88 . Macrophages were 
treated with LPS (100 ng/ml) for indicated periods. Cell lysates were analyzed for IRF3, JNK, 
ERK, p38 phosphorylation, and NF-κB (degradation of IκBα) using Western blot analysis with 
actin as a loading control.  Wt , wild-type. Note that as living cells show variability between cultures 
or times, the model simulations are compared in qualitative or semiquantitative manner (Adapted 
from Selvarajoo et al. [ 1 ])       
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        SFR  at Other Pathway Junctions 

 To check whether  SFR  is a general property of signal transduction at pathway junc-
tions, another branch point of the TRAM-dependent component of the TLR4 path-
way is next analyzed: TRIF to TBK1, TRAF6, and RIP1. Because TBK1 and 
TRAF6 compete to bind to the N-terminal domain of TRIF, the consequence of 
removing TRAF6 molecules on the TRAM-dependent pathway is investigated. In 
silico TRAF6 KO simulations show lower induction of  Tnf , but greater induction of 
 Cxcl10 , because of the increased propagation of signaling fl ux through the TRIF-
TBK1- IRF3 route (Fig.  5.5a ). Parallel bench experiments were performed in gener-
ating macrophages from wild-type and TRAF6-defi cient mice and treating them 
with LPS. Although  Tnf  expression was lower, as expected,  Cxcl10 ,  Ifi t1 , and  Ifi t2  
induction were higher in TRAF6-defi cient macrophages than in wild-type macro-
phages (Fig.  5.5b, c ).

   Because cells are able to execute numerous processes using only a limited set of 
interaction domains that have fl exible binding properties, we believe  SFR  at these 
domains can enhance or impair alternative pathways when a competing molecule 
such as MyD88 or TRAF6 is removed or increased (Fig.  5.6 ). In addition to TRAF6 
and TBK1, RIP1 and RIP3 also compete for TRIF, and binding of RIP3 to TRIF has 
been shown to be increased in the absence of RIP1 [ 2 ]. Moreover, it was shown that 
the suppression of a newly discovered TRIF-interacting partner, a disintegrin and 
metalloprotease (ADAM)15, showed enhanced LPS-mediated proinfl ammatory 
cytokine MMP mRNA expression, rhinovirus 16, and vesicular stomatitis virus- 
mediated proinfl ammatory cytokine production [ 3 ].

   The observation of enhanced alternative pathways when molecules at a pathway 
junction are removed is not restricted to TLR4 signaling. One study on HELA and 
H460 cells focusing on TRADD and RIP, which binds to intracellular TNFR1, dem-
onstrated that deletion of either molecule results in enhancement of alternative 

  Fig. 5.4     Competing TRAM 
and MyD88 at TLR4 . MyD88 
and TRAM compete for 
TLR4 in GST pull-down 
assay. GST or the GST- 
tagged TLR4 were expressed 
in HEK293T cells with 
Myc-tagged MyD88 or 
Flag-tagged TRAM. After 
GST pull-down, Western 
blotting was performed 
(Obtained from Selvarajoo 
et al. [ 1 ])       

 

5 Signaling Flux Redistribution



61

pathways in tumor necrosis factor (TNF) stimulation [ 4 ]. In another study, markedly 
elevating Ser/Thr phosphorylation in rat hepatoma Fao cells reduced alternative 
insulin-induced Tyr phosphorylation of IRS-1 and IRS-2, which signifi cantly 
reduced their ability to interact with the juxtamembrane region of the insulin recep-
tor, resulting in an impaired downstream signal [ 5 ]. Reversing these effects by incu-
bating cell extracts with alkaline phosphatase strongly indicated that insulin 
resistance is associated with enhanced Ser/Thr phosphorylation of IRS-1 and IRS-2. 
Thus,  SFR  is a general property occurring at signaling pathway junctions. Although 
there may be several biological mechanisms for  SFR , we propose three possibilities 
of action: competition, physical blocking, or conformational change (Fig.  5.7 ).

  Fig. 5.5     Enhancement of TRAM-dependent pathway in TRAF6 KO . Simulations ( a ) and mRNA 
expressions of  Tnf  and  Cxcl10  ( b ), in wild-type ( blue lines ) and TRAF6 KO ( green dotted lines ). 
In ( b ), four independent macrophage cultures were analyzed. Means ± SEM. * p  < 0.05, ** p  < 0.01 
versus wild-type. ( c )  Ifi t1  and  Ifi t2  transcripts in wild-type (Traf6+/+) and Traf6−/− macrophages, 
unstimulated ( fi lled bars ) or lipopolysaccharide (LPS) ( gray bars ) for 60 min were analyzed by 
qRT-PCR and normalized to GAPDH. Values represent average of six independent cultures 
(means ± SEM)       
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  Fig. 5.6     Schematic representation of signaling fl ux redistribution  ( SFR ). ( a ) Removal of MyD88 
results in enhancement of TRAM-dependent pathway. ( b ) Removal of TRAF6 results in enhance-
ment of TRAM-dependent pathway downstream of TRIF. ( c ) Overexpression of MyD88 down-
regulates the TRAM-dependent pathway. ( d ) Removal of TRAM does not enhance the 
MyD88-dependent pathway because of upstream intermediates       
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   In summary, the gain- or loss-of-function mutation of MyD88 was investigated 
in this chapter. The TLR4 computational model built on the perturbation-response 
approach and the law of mass fl ow (signaling fl ux) conservation shows that the 
removal and addition of MyD88 enhances and impairs, respectively, the alternative 
TRAM-dependent pathway through  signaling fl ux redistribution  ( SFR ) at pathway 
branches.  SFR  was experimentally verifi ed where MyD88-defi cient macrophages 
stimulated with LPS showed enhancement of TRAM-dependent pathway based on 
increased induction of  Cxcl10  and  Ifi t2 . Furthermore, increasing the amount of 
MyD88 in cultured cells showed decreased TRAM binding to TLR4. The enhance-
ment of entire TRAM-dependent pathways in MyD88 KO through  SFR  provides an 
alternative mechanism that does not require any physical negative crosstalk interac-
tion between the MyD88 and TRAM molecules. 

 Investigating another TLR4 pathway junction, from TRIF to TRAF6, RIP1, and 
TBK1, the removal of MyD88-dependent TRAF6 increased expression of TRAM- 
dependent  Cxcl10 ,  Ifi t1 , and  Ifi t2 .  SFR , therefore, is a novel mechanism for regulat-
ing the balance between alternative pathways and can be successfully used to predict 

  Fig. 5.7     Proposed 
mechanisms of action for 
SFR . ( a ) Competition: 
Molecules X and Y compete 
to bind with molecule Z. X 
and Y share binding sites 
at Z. ( b ) Steric hindrance: 
When X binds to Z, the 
complex prevents the binding 
of Y to another binding site 
at Z. ( c ) Conformational 
change: When X binds to Z, 
structural changes to Z lowers 
the affi nity of Y binding to Z       
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the molecular dynamics of entire signaling pathways. Here, although  SFR  have 
been demonstrated for molecules with a common binding domain,  SFR  might also 
occur between molecules with different binding domains at pathway junctions from 
the law of mass fl ow conservation. Thus,  SFR  may be used to understand the 
enhancement or repression of alternative pathways in diseases where gain- or loss-
of- function mutations occur. In a subsequent chapter on TRAIL signaling in cancer, 
the utility of  SFR  is investigated for enhancing apoptosis in resistant cancer cells.
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Along with Toll-like receptor (TLR)-7, -8, and -9, TLR3 is an intracellular member 
of the TLR superfamily (see Chap. 3). It plays a crucial role in the mammalian 
innate immune response against viral attacks by recognizing double-stranded RNA 
(dsRNA) or its synthetic analogue polyinosinic-polycytidylic acid (poly (I:C)). 
TLR3 is expressed in several cell types including macrophages, murine embryonic 
fibroblasts (MEFs), and dendritic cells; however, it has not been detected in B cells, 
T cells, and NK cells. In contrast to all other TLRs, the TLR3 response is indepen-
dent of the adaptor protein MyD88. The specificity of the TLR3 response possibly 
results from the occurrence of an alanine residue in a critical region of its cytoplas-
mic domain, in contrast to the proline residue utilized by MyD88 found in other 
TLRs [1]. Thus, TLR3 initiates its response depending only on the adaptor protein 
TRIF and does not involve TRAM [2].

The recruitment of TRIF mediates the signaling process through the activation of 
key transcription factors IRF-3, -7, NF-κB, and AP-1, leading to the production of inter-
feron (IFN)-β and other proinflammatory cytokines such as tumor necrosis factor (TNF) 
and interleukin (IL)-6. The N-terminal of TRIF recruits the TRAF3 and TBK1 complex 
and leads to IRF3 phosphorylation, dimerization, and translocation to the nucleus for 
inducing IFN-β expression. TRIF binds with RIP1 at C-terminal (RHIM domain) and 
subsequently activates the IKK complex and NF-κB. TNFR type 1-associated DD pro-
tein (TRADD) has also been shown to be involved in TLR3 signaling [3, 4].

Although the signaling molecules and their cascades have been broadly investi-
gated, the dynamic outcome of signal transduction between wild-type and genetic 
mutations remains poorly understood. Moreover, the experimental observations of 
TLR3 signaling under various genetic mutants have shown controversial roles of cer-
tain molecules between different cell types. For instance, although TRAF6 has been 
shown to be dispensable for TLR3-induced NF-κB in poly (I:C) stimulated macro-
phages [3], it is crucial for NF-κB activation in MEFs [5]. Such data indicate that dif-
ferent cell types may possess different variant of signaling mechanisms and, therefore, 
one cannot combine data obtained from different cell types to create a unified TLR3 
signaling topology. Instead, independent cell type analysis should be performed.

Chapter 6
Investigating the TLR3 Signaling Dynamics
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�Characterizing TLR3 Signaling Topology in Macrophages

Here, the signaling topology in murine macrophages is investigated. Similar to the 
TLR4 study, the investigation of the TLR3 pathway begins by literature/database 
creation of the signaling topology (Fig. 6.1). dsRNA- or poly (I:C)-stimulated TLR3 
triggers TRIF-dependent response by the recruitment of TRIF to the cytoplasmic 
domain of the receptor, which then allows RIP1, TRAF6, and TRAF3 to bind with 
TRIF. Moreover, TRADD is also known to mediate the TRIF-dependent signaling. 
The sequences of events result in the activation of MAP kinases (MKK1/2, MKK3/6, 
and MKK4/7) and IκB kinase complex; MKK1/2, MKK3/6, and MKK4/7 activate 
ERK, JNK, and p38, respectively, and IκBα degradation releases NF-κB. TBK1 
phosphorylates IRF-3 and -7. ERK, JNK, and p38 translocate to the nucleus and 
activate the transcription factor AP-1, and NF-κB and IRF-3/7 translocate to the 
nucleus. AP-1 and NF-κB bind to the promoter regions of cytokine genes such as 
Tnf and Il6, whereas IRF-3/7 together with NF-κB bind to the promoter region of 
chemokine genes such as Cxcl10 and Ccl5 and induce their transcription.

�The Prediction of Missing Intermediary Processes

To analyze the complex dynamic interplay of the various intracellular signaling 
molecules in the regulation of NF-κB, JNK, and p38 in poly (I:C) stimulation, a 
computational model of the TLR3 signaling is developed (see Chap. 2 for details of 

Fig. 6.1  Schematic 
representation of Toll-like 
receptor (TLR)3 pathway 
topology for macrophages. 
Dotted lines indicate weak 
activation or dispensable 
pathway
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modeling approach). The temporal experimental data used to develop and test the 
model for the relevant molecules were obtained for three conditions [wild-type, 
TRAF6 knockout (KO), and TRADD KO] (Fig. 6.2a) [3, 6]. The activation levels 
(NF-κB, JNK, and p38) were quantified from the Western blot data using ImageJ 
(http://rsbweb.nih.gov/ij/) and normalized with the peak intensity. That is, for Xi at 
time t:
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where X ti ( )exp  is the raw experimental value obtained from quantification, and 
max( ( ))expX ti  indicates the peak value obtained among all time points. Note that 
intensity values lower than 0.05 are set to zero as they are likely to possess signifi-
cant signal-to-noise ratio (error).

For the computational model, each signaling response (i.e., the rate of activation 

of each signaling molecule) is represented by d

dt

d
d

X
J X= , where δX is relative 

activated concentration of signaling molecules and the parameters (elements of J) 
are chosen to fit the semiquantitative experimental profiles of NF-κB, JNK, and p38 
of wild-type macrophages stimulated with poly (I:C) (Fig. 6.2a, WT; model A). The 
parameter values are estimated to fit with the normalized experimental profiles. The 
fitting of the parameter values is obtained by minimizing the error between experi-
mental and simulation profiles of all investigated molecules by using a genetic algo-
rithm. However, we deliberately constrained the kinetics between TRIF and 
TRAF6, as it was previously shown that TRAF6 is dispensable in macrophage 
TLR3 signaling [3].

Figure  6.2b shows the TLR3 model A simulations of NF-κB, JNK, and p38 
activity for wild-type. In simulations, the time to reach peak values is between 3 and 
12 min, in contrast to experiments where it is between 20 and 40 min. Clearly, this 
model could not explain the delayed experimental activation of NF-κB, JNK, and 
p38. The time delay processes of signaling events can be considered as missing 
molecules/complex formation or spatial movement of molecules (response rule 1, 
Box 4.2; Chap. 4). The deterministic kinetic evolution equation used in our model 
(Eq. 2.1; Chap. 2), can include such information by setting total derivative of time 
to partial derivative in time and space. In other words, Jacobian matrix J can contain 
temporal and spatial information of the network process. Because the perturbation-
response model does not perform spatial simulation, time delay response can be 
lumped as missing molecules/processes in the network. For example, in the TLR4 
model (Chap. 4), delayed activation of the TRIF-dependent pathways was achieved 
by using a number of additional response reactions representing missing signaling 
features (molecules/processes, spatial movements, or complex formation) in the 
original network (Fig. 4.6).

To investigate and locate the likely position of the necessary missing intermedi-
ary steps in the TLR3 pathways predicted by the model, further literature survey 
was performed. TRIF was found to directly bind to the TIR domain of TLR3 and 
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did not require TRAM for its activation [7]. Thus, it is unlikely that missing inter-
mediary steps exist between TLR3 and TRIF. Furthermore, TLR3 KO and TRIF KO 
both showed a similar response, the abolished activation of NF-κB and MAP kinases 
[7]. These data led to the hypothesis that the missing intermediary steps (e.g., sig-
naling molecules or processes) are upstream of TLR3, and the model is updated to 
begin simulation not from TLR3, but rather from poly (I:C) downward (Fig. 6.3a; 

Fig. 6.2  TLR3-induced NF-κB and MAP kinase activation dynamics. (a) Experimental activation 
profiles of NF-κB, JNK, and p38, respectively, in wild-type (WT) (black circles), TRAF6 KO 
(green squares), and TRADD KO (orange diamonds) obtained from references [3, 6]. The activa-
tion levels were quantified from the Western blots using ImageJ. (b)  Model A simulations of 
NF-κB, JNK, and p38 activation, respectively, in wild-type (WT). x-axis, time in minutes; y-axis, 
relative activation levels. Note: As TRADD KO data are unavailable at 10 min (earliest at 15 min), 
the delayed activation observed for WT and TRAF6 KO could not be confirmed. Therefore, a dotted 
line is used to connect 0- and 15-min time points
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model B). Each new uncharacterized molecule/process is also represented as a 
signaling intermediate in the model.

To obtain delayed activation of wild-type NF-κB and MAP kinases in accor-
dance with experimental data, that is, null activation until about 10 min, peak values 
around 30 min, and reduced activation after 60 min for all molecules, three to four 
intermediary steps (signaling intermediates) are required (Fig. 6.3a, b; WT). Having 
fewer or more intermediary steps resulted in peak value being reached faster or 
slower than the experimental peak, respectively (data not shown) (Note that the 
actual number of intermediates cannot be predicted accurately by the model. 
Nevertheless, the predictions highlight that important missing features exists that 
require further experimental investigations.). Thus, the revised model B with novel 
signaling intermediates produces a better fit with wild-type data. However, will it 
sufficiently simulate TRAF6 KO and TRADD KO?

Fig. 6.3  Prediction of missing steps before poly (I:C)/TLR3 binding (model B). (a) Schematic 
representation of TLR3 model after adding three signaling intermediates upstream of TLR3 repre-
senting uncharacterized cellular processes (blue lines) and TLR3-ectodomain dimerization (red 
dotted lines). Note: It is not possible to equate the three intermediary steps from the model to 
represent exactly three actual biological events because spatial transport processes might be one of 
the candidates for the time delay. (b) Model B simulations of NF-κB, JNK, and p38 activation, 
respectively, in the wild-type (WT) (black lines), TRAF6 KO (green lines), and TRADD KO 
(orange lines). x-axis, time in minutes; y-axis, relative activation profile
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�Identification of Novel Pathways for MAP Kinases Activation

We wondered whether the revised TLR3 model could successfully simulate the 
activation of NF-κB, JNK, and p38 in all three conditions: wild-type, TRAF6 KO, 
and TRADD KO. Thus, to further test the predictive capability of the model, in 
silico simulations of TRAF6 KO and TRADD KO are performed. To create the KO 
condition from the wild-type model, the reactions of the respective KO molecule are 
set to null, while all other model parameters retain their original wild-type values.

First, TRAF6 KO simulations matched the experimental data, that is, the removal 
of TRAF6 only slightly downregulated NF-κB, JNK, and p38 activation (Fig. 6.3b; 
TRAF6 KO). Second, for TRADD KO, NF-κB activation was slightly increased in 
experiments (Fig. 6.2a). This result was recapitulated by model B, which suggests 
the enhancement of NF-κB activation in TRADD KO is the result of signaling flux 
redistribution (SFR) (response rule 5, Box 4.2; Chap. 4) (Fig. 6.3b; TRADD KO). 
However, in contrast to experimental results, which showed only a small downregu-
lation, simulations of JNK and p38 showed almost abolished activation. The failure 
of simulation profiles suggests, in actual cells, a novel pathway might exist that 
compensates the loss of MAP kinase activation in TRADD KO (response rule 3, 
missing flux, Box 4.2; Chap. 4).

Macrophages with TRIF mutation treated with poly (I:C) showed abolishment of 
MAP kinase ERK activation [8], and all MAP kinases showed similar kinetics in 
wild-type and TRAF6 KO [3]. Thus, a novel pathway from TRIF to MAP kinases 
independent of RIP1, TRADD, and TRAF6 was hypothesized, and added into the 
revised model (Fig. 6.4a). The parameter values between TRIF to RIP1, TRIF to 
TRADD, and TRIF to the novel pathway are readjusted to fit wild-type NF-κB, 
JNK, and p38 activation. Remarkably, the simple addition in the model resulted in 
simulations of all three molecules that matched the experimental outcome in all 
three conditions (Fig. 6.4b; model C, Table 6.1).

In summary, the analysis of the poly (I:C) stimulation in macrophages reveals the 
involvement of uncharacterized missing intermediary steps upstream of TLR3, and 
the existence of a key pathway from TRIF to JNK and p38, but not NF-κB activation 
(Fig. 6.4a). Although we have indicated three novel intermediates preceding TLR3 
activation, in reality these can represent several actual missing molecules and sig-
naling processes (Chap. 4). Around the time when we first built the original TLR3 
model [9], Liu et al. demonstrated that TLR3-ectodomains dimerize before signal 
propagation [10]. These data indicate that TLR3-ectodomain dimerization could be 
one of the missing intermediary steps upstream of TLR3. Furthermore, the cell 
entry of poly (I:C) was revealed through the clathrin-dependent endocytic pathway 
[11]. These events could possibly represent the other intermediary steps. More 
recently, TLR4 interactor with leucine-rich repeats (TRIL) was shown to interact 
with TLR3 following poly (I:C) stimulation [12], and the cleaving of TLR3 by 
cathepsins B and H for signaling [13].

To investigate the possible pathways for JNK and p38 activation in poly (I:C) 
stimulation, reports indicate two other receptors known to recognize dsRNA: the 
retinoic-acid-inducible protein (RIG)-I and melanoma-differentiation-associated 
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gene (MDA)5 [14, 15]. These molecules, therefore, might be potential candidates 
for the novel features predicted by the model. However, RIG-I is unable to recog-
nize poly (I:C) and the MDA5 signaling pathway is unknown to trigger MAP kinases. 
On the other hand, TRIF mutation showed abolishment of ERK activation [8], and 
all MAP kinases seem to possess similar kinetics in poly (I:C) stimulation [3]. 
Taken together, these data suggest the predicted pathway for JNK and p38 activa-
tion is through TRIF and not by RIG-1 or MDA5.

To find the possible candidates to be involved in the novel pathway, the literature 
was further surveyed. The TRAF family members, six to date, are well known to 
bind to the TIR domain of TRIF with their C-terminal [16–19], whereas two mem-
bers of the RIP family, RIP1 and RIP3, are found to interact with TRIF through the 
RHIM domain found in RIP1 and RIP3 [20, 21]. RIP1, TRAF6, and TRAF3 already 
exist in the current TLR3 signaling, while TRAF1 was recently found to inhibit 

Fig. 6.4  A novel pathway is crucial for MAP kinases activation in poly (I:C) stimulated macro-
phages (model C). (a) Schematic representation of the final TLR3 model after adding novel path-
way (blue line) from TRIF to activate MAP kinases. (b) Model C simulations of NF-κB, JNK, and 
p38 in wild-type (WT) (black lines), TRAF6 KO (green lines), and TRADD KO (orange lines). 
x-axis, time in minutes; y-axis, relative activation levels
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Table 6.1  The final in silico TLR3 model reactions and parameter values

No. Reaction Formula
Parameter 
value (1/s) Remarks

1 IM1 → IM2 k1*IM1 k1 = 0.002 Novel intermediates acting 
upstream of TLR3 
representing uncharac-
terized cellular events

2 IM2 → IM3 k2*IM2 k2 = 0.002
3 IM3 → TLR3 k3*IM3 k3 = 0.002

4 TLR3 → TRIF k4*TLR3 k4 = 0.001 TLR3 recruits TRIF
5 TRIF → TRAF6 k5* TRIF k5 = 0.002 TRAF6 binds to TRIF
6 TRIF → IM4 k6*TRIF k6 = 0.004 TRIF activates JNK through 

novel pathway molecule
7 TRIF → RIP1 k7*TRIF k7 = 0.007 RIP1 binds to TRIF
8 TRIF → TRADD k8*TRIF k8 = 0.002 TRADD binds to TRIF
9 TRIF → TRAF3 k9* TRIF k9 = 0. 01 TRAF3 binds to TRIF
10 TRAF6 → TAB/TAK k10*TRAF6 k10 = 0.04 TRAF6 binds to TAB/TAK 

complex
11 RIP1 → IKK k11*RIP1 k11 = 0.04 RIP1 activated IKK 

complex
12 TRADD → RIP1 k12*TRADD k12 = 0.0001 RIP1 ubiquitination through 

TRADD
13 TRADD → MKKK k13*TRADD k13 = 0.04 TRADD activates JNK and 

p38 corresponding 
MKKK

14 MKKK → MKK3/6 k14*MKKK k14 = 0.04 MKKK activates JNK 
through activation of 
MKK3/6

15 MKKK → MKK4/7 k15*MKKK k15 = 0.04 MKKK activates p38 
through activation of 
MKK4/7

16 TAB/TAK → MKK4/7 k16* TAB/TAK k16 = 0.03 Activation of MAP kinases 
and IKK via TAB/TAK 
complex

17 TAB/TAK → MKK3/6 k17*TAB/TAK k17 = 0.007
18 TAB/TAK → IKK k18* TAB/TAK k18 = 0.9
19 IM4 → MKK3/6 k19* IM4 k19 = 0.04 The novel pathway 

molecule activates JNK
20 IM4 → MKK4/7 k20* IM4 k20 = 0.04 The novel pathway activates 

p38
21 IKK → NF-κB/IκB k21*IKK k21 = 0.00167 Phosphorylation of IκBα/

NF-κB via IKK 
complex

22 IKK → p105/Tp12 k22*IKK k22 = 0.0009 Activation of MKK1/2 via 
IKK23 p105/Tp12 → MKK1/2 k23* p105/Tp12 k23 = 0.003

24 NF-κB/IκB → NF-κBc k24* NF-κB/IκB k24 = 0.0333 Release of NF-κB after IκB 
phosphorylation

25 NF-κBc → NF-κBn k25* NF-κBc k25 = 1.0 NF-κB translocate to the 
nucleus

26 NF-κBn → NF-κBdeg k26* NF-κBn k26 = 0.99 NF-κB degradation
27 MKK1/2 → ERKc k27*MKK1/2 k27 = 0.0167 Activation of ERK via 

MKK1/2
28 ERKc → ERKn k28* ERKc k28 = 0.99 ERK translocate to the 

nucleus

(continued)
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TRIF-mediated signaling [18, 19]. Thus, RIP3, TRAF2, TRAF4, or TRAF5 may be 
part of the novel pathway that activates JNK and p38.

Overall, the results suggest (i) the existence of novel intermediary steps (e.g., 
missing cellular processes, proteins, or phosphorylation states) between extracellular 
poly (I:C) stimulation and intracellular TLR3 binding, and (ii) the presence of a 
novel pathway that is essential for JNK and p38 activation. Although the data strongly 
support that the prediction of novel intermediates upstream of TLR3 by the model is 
correct, what still remains to be seen is the characterization of the novel TRIF to 
MAP kinase pathways in poly (I:C) stimulation. Nevertheless, this chapter on TLR3 
dynamics provides further evidence that the response of signaling molecules can be 
modeled through the perturbation-response approach, which can then be utilized to 
decipher novel signaling features of complex immune response.
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29 ERKn → AP-1 k29* ERKn k29 = 0.99 ERK activates AP1
30 MKK3/6 → JNKc k30*MKK3/6 k30 = 0.4 Activation of JNK via 

MKK3/6
31 JNKc → JNKn k31*JNKc k31 = 1.0 JNK translocate to the 

nucleus
32 JNKn → AP-1 k32* JNKn k32 = 0.99 JNK activates AP1
33 MKK4/7 → p38c k33*MKK4/7 k33 = 0.4 Activation of p38 via 

MKK4/7
34 p38c → p38n k34* p38c k34 = 1.0 p38 translocates to the 

nucleus
35 p38n → AP-1 k35* p38n k35 = 0.99 p38 activates AP1
36 AP1 → AP-1 deg k36* AP1 k36 = 0.085 AP1 degradation
37 TRAF3 → TBK1 k37*TRAF3 k37 = 0.0001 TRAF3-TBK1 interaction
38 TBK1 → IRF-3/7c k38*TBK1 k38 = 0.333 IRF3/7 binds TBK1
39 IRF-3/7c → IRF-3/7n k39*IRF-3/7c k39 = 0.000167 IRF3/7 translocate to the 

nucleus
40 IRF-3/7n → IRF-

3/7 deg
k40*IRF-3/7n k40 = 0.0001 IRF3/7 degradation

Note that 1  mol or 6.023*1023 molecules of Poly I:C pulse is used to stimulate the model. 
The simulation plot of each molecule is finally normalized to its wild-type peak value

Table 6.1  (continued)
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        Tumor necrosis factor (TNF) is a major proinfl ammatory cytokine released by 
 several proinfl ammatory pathways that activate transcription factors NF-κB and 
AP-1, such as the Toll-like receptors (TLRs), interleukin-1, Nod-like, and Fc recep-
tors [ 1 ]. The detection of TNF and its role in anticancer activity, hence its name, was 
well known decades before the TLRs were discovered [ 2 ]. Today, this cytokine is 
known to regulate myriad critical cellular processes such as cell proliferation, dif-
ferentiation, growth, proinfl ammatory response, and programmed cell death or 
apoptosis. Particularly, chronic aberration in the levels of baseline TNF in the 
human circulatory system has been attributed to the pathogenesis of numerous dis-
eases, including rheumatoid arthritis, osteoporosis, sepsis, and cancer [ 3 ,  4 ]. 

 TNF is a homotrimer containing 157 amino acids that binds to two types of outer 
membrane-bound receptors on target cells: TNFR1 and TNFR2. TNFR1, also called 
TNFRSF1A, is present in almost all cell types in humans, whereas TNFR2 is 
restricted to a few cell types. Both receptors trigger the cell survival and proinfl am-
matory NF-κB and MAP kinases. However, TNFR1, after internalization through 
endocytosis, additionally triggers the cell death pathways via caspases. Furthermore, 
most of TNF-related biological processes are initiated by the death domain (DD) 
containing TNFR1. 

 TNFR1 trimerizes by TNF binding, and the intracellular DD of TNFR1 recruits 
TRADD, which then creates a platform for RIP1 and TRAF2 to collectively form 
the receptor signaling complex I (Fig.  7.1 ). Cellular inhibitor of apoptosis proteins 
(cIAP)-1 and -2 bind to complex I and, consequently, together with K63-linked 
ubiquitin chains modify RIP1 and TRAF2. This pathway creates docking sites for 
an E3 ligase or linear ubiquitin chain assembly complex (LUBAC) consisting of 
heme- oxidized IRP2 ubiquitin ligase-1 (HOIL-1), HOIL-1-interacting protein 
(HOIP), and SHANK-associated RH domain interacting protein (SHARPIN). 
Subsequently, the activation of TAK1 and the ubiquitination of NEMO (or IKKγ), a 
subunit of the IKK complex, leads to cell survival or proinfl ammatory response 
through NF-κB and AP-1 activation. Other TRAF superfamily members (TRAF5 
and -6) are also known to play a role in NF-κB and MAP kinase activation [ 5 ].

    Chapter 7   
 Understanding TNFR1 Signaling Dynamics            
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   Consequently, clathrin, AP-2, and Dyn mediate receptor internalization. 
Receptor-signaling complex I becomes modifi ed and dissociates from the TNFR1, 
allowing FADD and caspase-8 to form complex II. Within complex II, caspase-8 
becomes activated to induce extrinsic apoptosis through caspase-3 activation. 
Alternatively, the TNF receptosome fuses with trans-Golgi vesicles to form multi-
vesicular bodies (MVB). Caspase-8 activates caspase-7, within the MVB, which in 
turn induces A-SMase activation by cleavage of pro-A-SMase. Eventually, through 
cathepsin D, the cleavage of Bid to tBid in the mitochondria activates caspase- 9, 
which then induces the intrinsic apoptosis through caspase-3 activation. 

 Because of its ability to signal numerous cellular processes via the survival and 
death pathways, TNFR1 signaling research has received immense attention over 

  Fig. 7.1     Schematic of tumor necrosis factor receptor  ( TNFR ) 1 signaling of cell survival/ 
proinfl ammatory and apoptosis pathways  (Adapted from Pobezinskaya et al. [ 6 ])       
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recent years, especially on understanding the downstream signaling cascades to 
regulate and control proinfl ammatory diseases and cancer. Despite numerous stud-
ies, we are still at the infant stage in respect to disease treatment where TNF is 
overexpressed. More recent studies have generated high-throughput time-course 
data of intracellular signaling molecules. However, without appropriate theoretical 
and computational tools, it is a huge challenge to interpret the vital data. For exam-
ple, what are the crucial molecular targets to downregulate proinfl ammatory 
response in rheumatoid arthritis? Although numerous genetic knockouts (KOs), 
such as TRAF2 KO and TRADD KO, have been generated to identify key proin-
fl ammatory mediators, the experimental outcomes are not very encouraging. For 
instance, in TRAF2 KO, there is compensatory activation of proinfl ammatory 
NF-κB through TRAF5 [ 5 ] or TRAF6 [ 7 ]. On the other hand, in TRADD KO, the 
result is almost complete abolition of NF-κB [ 8 ], which is not desirable for the gen-
eral survivability of cells. Thus, we require a systemic approach where we can 
understand the fl ow of signal transduction to branching pathways during target 
intervention, so that an effective candidate target that overcomes and balances the 
defi ciencies of current investigations can be elucidated. 

 In this chapter, TNFR1 signaling dynamics is analyzed for fi broblast cells by 
combining the perturbation-response modeling approach (Chap.   2    ) with experimen-
tal data generated for the temporal cell survival response. Starting from the current 
knowledge of TNFR1 signaling topology (Fig.  7.1 ), a computational model for the 
proinfl ammatory response leading to NF-κB and MAP kinase activations is devel-
oped. The experimental data for NF-κB (phosphorylation of IκBα) in the fi broblast 
cell type were obtained from a total of seven conditions (wild-type [ 5 ], TRAF2 KO 
[ 5 ], TRAF5 KO [ 5 ], TRAF2/TRAF5 double KO (DKO) [ 5 ], TRAF6 KO [ 7 ], 
TRADD KO [ 8 ], and RIP1KO [ 9 ]), and that for MAP kinase p38 in three available 
conditions (wild-type [ 7 ], TRAF6 KO [ 7 ], and TRADD KO [ 8 ]). Note that as the 
kinetics of JNK and ERK is similar to p38 in all experimental references, only p38 
dynamics are shown in this chapter. 

    Simulations of TNFR1 Signaling Response 

 As with the TLRs pathways (see Chaps.   4    ,   5    , and   6    ), each known reaction in TNFR1 
signaling is represented by the fi rst-order response equation, and the formation and 
depletion term parameter values are chosen to fi t the semiquantitative experimental 
data of IκBα and p38 activations in wild-type condition, as a training set (Fig.  7.2a , 
WT). Here, only the cell survival process through complex 1 is the focus. In the next 
chapter on TRAIL signaling, both the cell survival and apoptosis pathways are 
investigated.

   To fi nalize the TNFR1 model, the validity of the initial parameter set (elements 
of  J ) for wild-type is tested across various available KO conditions. In contrast to 
the TLR3 and TLR4 models, which required topological modifi cations to fi t the 
model to experimental data, here the original topology alone is suffi cient to success-
fully simulate IκBα phosphorylation and p38 kinase activation in all available 

Simulations of TNFR1 Signaling Response
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experimental conditions with reasonable accuracy (Fig.  7.2b , Table  7.1 ). In the 
wild-type, TRAF2 KO, TRAF5 KO, and TRAF6 KO, IκBα phosphorylation and 
p38 kinase activation reach peak around 15 min and gradually decay at 30 min. 
Notably, TRAF6 KO shows enhanced IκBα phosphorylation and p38 kinase activa-
tion as a consequence of signaling fl ux redistribution ( SFR ) ( response rule  5, Box 
4.2; Chap.   4    ). In the remaining conditions, the activation levels of both molecules 
are very weak (RIP1 KO and TRAF2/5 DKO) or absent (TRADD KO).  

    Analyzing TNF-Induced Gene Expression Patterns Reveals 
Novel Transcription Process 

 As shown in Fig.  7.2 , the in silico TNFR1 model is able to reproduce experimental 
cell survival signaling dynamics over multiple (wild-type and various mutant) con-
ditions. Next, the model is extended to investigate the proinfl ammatory gene 
expression dynamics. 
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  Fig. 7.2     Temporal experimental activation and simulation profi les of IκBα and p38 in wild-type 
and mutant conditions . Experimental murine embryonic fi broblasts (MEFs) generally treated with 
TNF (10 ng/ml) for the indicated time periods ( a ), and computational simulations ( b ), for IκBα 
phosphorylation ( top ) in wild-type (WT), TRAF2 knockout (KO), TRAF5 KO, TRAF2/TRAF5 
double KO (T25 DKO), TRAF6 KO, TRADD KO, and RIP1 KO, and p38 activation ( bottom ) in 
WT, TRAF6 KO, and TRADD KO. Experimental details and actual data are found in references 
[ 5 – 9 ]. ImageJ was used to estimate relative intensities of activation dynamics for each molecule in 
each condition. RIP 1 KO experimental data are available only up to 15 min. The computational 
model equations and parameter values are given as Table  7.1        
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    Table 7.1    Tumor necrosis factor receptor (TNFR)1 model reactions and parameter values: the cell 
survival process   

 Number  Reaction  Formula 
 Parameter 
value (1/s)  Remarks 

 1  TNFRI → TRADD  k1* TNFRI  k1 = 0.005  TRADD is recruited to 
activated TNFR1 

 2  TRADD → cIAP  k2* TRADD  k2 = 0.02  cIAP1/2 binds to 
TRADD (complex 
1 formation begins) 

 3  TRADD → TRAF6  k3*TRADD  k3 = 0.02  TRAF6 binds to 
TRADD 

 4  cIAP → TRAF2  k4*cIAP  k4 = 0.01  cIAP1/2 activates 
TRAF2 

 5  cIAP → TRAF5  k5* cIAP  k5 = 0.008  cIAP1/2 activates 
TRAF5 

 6  TRAF2 → RIP1  k6* TRAF2  k6 = 0. 001  cIAP1/2 activates 
RIP1 via TRAF2 
with LUBAC 

 7  TRAF5 → RIP1  k7* TRAF5  k7 = 0.001  cIAP1/2 activates 
RIP1 via TRAF5 
with LUBAC 

 8  TRAF6 → RIP1  k8*TRAF6  k8 = 0.0001  TRAF6 activates RIP1 
 9  TRAF6 → TAB/TAK  k9*TRAF6  k9 = 0.000125  TRAF6 activates TAB/

TAK complex 
 10  RIP1 → LUBAC  k10*RIP1  k10 = 0.007  Ubiquitination of 

complex 1 by 
LUBAC 

 11  LUBAC → TAB/TAK  k11*LUBAC  k11 = 0.1  Activation of TAB/
TAK complex via 
LUBAC 

 12  RIP1 → SHARPIN  k12* RIP1  k12 = 0.007  SHARPIN binds with 
complex 1 through 
RIP1 

 13  SHARPIN → IKKc  k13* 
SHARPIN 

 k13 = 0.1  Complex 1 through 
SHARPIN 
activates IKK 
complex 

 14  TAB/TAK → IKKc  k14* TAB/TAK  k14 = 0.1  TAB/TAK complex 
activates IKK 
complex 

 15  TAB/TAK → MKK1/2  k15* TAB/TAK  k15 = 0.00167  Activation of MAP 
kinases via TAB/
TAK complex 

 16  TAB/TAK → MKK3/6  k16*TAB/TAK  k16 = 0.01 
 17  TAB/TAK → MKK4/7  k17* TAB/TAK  k17 = 0.01 
 18  MKK1/2 → ERK  k18*MKK1/2  k18 = 0.00167  Activation of ERK via 

MKK1/2 
 19  MKK3/6 → JNK  k19*MKK3/6  k19 = 0.00167  Activation of JNK via 

MKK3/6 
 20  MKK4/7 → p38  k20*MKK4/7  k20 = 0.1  Activation of p38 via 

MKK4/7 
 21  IKKc → IκBα  k21*IKKc  k21 = 0.01  Phosphorylation of 

IκBα by IKK 
complex 

(continued)
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 Number  Reaction  Formula 
 Parameter 
value (1/s)  Remarks 

 22  IκBα → NF-κBc  k22* IκBα  k22 = 0.008  Release of NF-κB via 
IκBα degradation 

 23  NF-κBc → NF-κBn  k23* NF-κBc  k23 = 0.0167  NF-κB translocates to 
the nucleus 

 24  p38 → p38n  k24* p38  k24 = 0.008  p38 translocates to the 
nucleus 

 25  JNK → JNKn  k25*JNK  k25 = 0.067  JNK translocate to the 
nucleus 

 26  ERKc → ERKn  k26* ERKc  k26 = 0.067  ERK translocate to the 
nucleus 

 27  ERKn → AP-1  k27* ERKn  k27 = 0.00567  ERK activates AP1 
 28  JNKn → AP-1  k28* JNKn  k28 = 0.00567  JNK activates AP1 
 29  p38n → AP-1  k29* p38n  k29 = 0.05  p38 activates AP1 
 30  AP1 → APNFG1  k30* AP1  k30 = 0.5  AP1 binds to G1 gene 

promoter 
 31  AP1 → APNFG2  k31* AP1  k31 = 0.007  AP1 binds to G2 gene 

promoter 
 32  AP1 → APNFG3  k32* AP1  k32 = 0.007  AP1 binds to G3 gene 

promoter 
 33  NF-κBn → APNFG1  k33* NF-κBn  k33 = 0.045  NF-κB binds to G1 

gene promoter 
 34  NF-κBn → APNFG2  k34* NF-κBn  k34 = 0.01  NF-κB binds to G2 

gene promoter 
 35  NF-κBn → APNFG3  k35* NF-κBn  k35 = 0.02  NF-κB binds to G3 

gene promoter 
 36  APNFG1 → ANG1  k36* APNFG1  k36 = 0.1  Delay process 1 to G1 

gene transcription 
 37  ANG1 → G1  k37* ANG1  k37 = 0.7  G1 gene transcription 
 38  G1 → G1deg  k38*G1  k38 = 0.0011  G1 decay 
 39  APNFG2 → ANG2  k39* APNFG2  k39 = 0.001  Delay process 1 to G2 

gene transcription 
 40  ANG2 → ANG21  k40* ANG2  k40 = 0.003  Delay process 2 to G2 

gene transcription 
 41  ANG21 → G2  k41* ANG21  k41 = 0.007  G2 gene transcription 
 42  G2 → G2deg  k42*G2  k42 = 0.00001  G2 decay 
 43  APNFG3 → ANG3  k43* APNFG3  k43 = 0.0003  Delay process 1 to 

G3gene 
transcription 

 44  ANG3 → ANG31  k44* ANG3  k44 = 0.00004  Delay process 2 to G3 
gene transcription 

 45  ANG31 → ANG32  k45* ANG31  k45 = 0.000167  Delay process 3 to G3 
gene transcription 

 46  ANG32 → G3  k46* ANG21  k46 = 0.00167  G3 gene transcription 
 47  G3 → G3deg  k47*G2  k47 = 0.00009  G3 decay 
 48  NF-κBn → X1  k48* NF-κBn  k48 = 0.07  NF-κB activates novel 

molecule X1 

(continued)

Table 7.1 (continued)
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 Recently, time-series high-throughput (microarray) and quantitative real-time 
polymerase chain reaction (PCR) experiments on TNF-simulated HeLa and mouse 
fi broblast cells revealed three distinct groups of gene expression patterns, with pos-
sibly corresponding distinct biological roles [ 10 ,  11 ]. The groups were labeled as 
“early I,” “middle II,” and “late III” response, peaking between 0.5–1, 2–3, and 
6–12 h after TNF stimulation, respectively (Fig.  7.3a, b ).

   In particular, the mechanistic reasons for the distinct temporal profi les have been 
attributed mainly to the differential regulation of the decay process of gene (mRNA) 
expressions by miRNA targeting the AU rich element (ARE) region on the 3′-UTR 
[ 11 ]. This hypothesis corresponded with the lesser ARE regions (causing lower 
decay) found in actual cells for group III genes, compared with groups I and II [ 11 ]. 
Thus, for group I genes the decay is fast, for group II genes the decay is slow, and 
for group III genes the decay rate is very low compared to its transcription rate. 

 To test the TNFR1 model for predictive capacity of gene expression and to inves-
tigate the postulation of simple miRNA decay mechanisms for explaining distinct 
gene expressions, the model was extended to simulate the dynamic profi les of gene 
expression. In the model, the decay process is represented by a depletion or deacti-
vation term; that is, the overall decay term collectively represents mRNA instabili-
ties, deadenylase, and miRNA regulation. The formation term is represented by the 
transcription process. 

 From  response rule 1  (Chap.   4    , Box 4.2), the time for gene activation can be 
controlled. That is, adding intermediates between transcription process and gene 
induction will increase delay for gene expression dynamics. The intermediates can 
represent the complexities of transcription process involving the preinitiation, ini-
tiation, promoter clearance, elongation, and termination [ 12 ]. 

 Using this technique, the TNFR1 model simulations are able to generally fi t the 
temporal dynamics of group I and II genes; however, they will not fi t for group III 

 Number  Reaction  Formula 
 Parameter 
value (1/s)  Remarks 

 49  AP-1 → X1  k49* AP-1  k49 = 0.08  AP-1 activates novel 
molecule X1 

 50  X1 →  X 2  k50* X1  k50 = 0.0002  X1 activates novel 
molecule  X 2 

 51   X 2 → X3  k51*  X 2  k51 = 0.0001   X 2 activates novel 
molecule X3 

 52  X3 → X4  k52* X3  k52 = 0.001  X3 activates novel 
molecule X4 

 53  X4 → APNFG1  k53* X1  k53 = 0.00001  X4 binds on G1 
promoter 

 54  X4 → APNFG3  k54* X1  k54 = 0.0001  X4 binds on G3 
promoter 

  Note that 1 mol or 6.023*10 23  molecules of TNF pulse is used to stimulate the model. The simula-
tion plot of each molecule is fi nally normalized to its wild-type peak value  

Table 7.1 (continued)
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genes (Fig.  7.3c ). According to the model, reducing the parameter value for decay 
term (to represent the lower miRNA regulating decay process) alone is not suffi cient 
to produce continuous activation of group III genes; it leads to an initial increase 
followed by stabilization of the profi le (steady state). 

 Additional signaling fl ux that provides continuous activation of group III genes 
can be generated by a novel pathway (transcription process) from  response rules 3  
and  9  (Chap.   4    , Box 4.2): this could result from secondary posttranscriptional/trans-
lational mechanisms through (i) autocrine signaling such as interleukin (IL)-6 [ 13 ] 
or transforming growth factor (TGF)-β [ 14 ] signaling, or (ii) cytosolic feedback 
mechanisms specifi cally for group III genes (Fig.  7.4 ).

   Thus, to overcome the shortfall in the model simulations, novel signaling fl ux 
predominantly affecting the transcription of group III genes is next included (model B). 
Notably, the resultant simulations fi t the three groups of gene dynamic profi les rea-
sonably well (Fig.  7.3b, d ). These data, therefore, suggest that low miRNA regula-
tion of group III genes alone is insuffi cient to produce the continuous activation of 
group III genes and requires a novel transcription process, possibly through second-
ary posttranscriptional/translational autocrine signaling, such IL-6 or TGF-β signal-
ing or feedback mechanisms.  

  Fig. 7.3     Three distinct groups of TNF-activated genes . ( a ) Microarray analysis of gene expression 
in 3 T3 fi broblasts stimulated for 0.5, 2, or 12 h with recombinant mouse TNF.  Red , activated 
genes;  green , genes suppressed by TNF treatment. Numbers in  parentheses  ( right margin ) indicate 
the number of genes in each group. ( b ) Expression profi les of genes in groups I, II, and III. Curves 
are representative of two to six experiments [ 11 ]. Simulation profi les of the three group of genes 
using original TNFR1 model ( c ) and modifi ed model B ( d ) which contains novel feedback mecha-
nisms (see Fig.  7.4 )       
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    Predicting Novel Target for Regulating Proinfl ammatory 
Response 

 Now that the TNFR1 model B is able to successfully simulate the three groups of 
upregulated genes in the wild-type, next, the signifi cance and effect of in silico KO 
of key intracellular signaling molecules is investigated. It is well known that the 
TNFR1 signaling is enhanced in proinfl ammatory diseases and cancer [ 1 – 4 ].  
 To investigate which known molecules would be a potential target to regulate the 

  Fig. 7.4     Schematic of predicted novel feedback mechanism .  Proposed novel pathway to provide 
additional signaling fl ux ( red arrows ). The novel mechanisms could occur as a result from the 
translation of gene groups I, II, and III into proteins for (i) autocrine signaling or (ii) cytosolic 
feedback fl uxes       
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cell survival or proinfl ammatory activity, the TNFR1 model is tested in specifi c in 
silico mutant conditions. Because TRAF-2 and -5 KOs have little effect compared 
to wild-type, and TRADD KO abolishes almost all activity of IκBα and p38 
(Fig.  7.2a ), these molecules will not be suitable targets for regulating downstream 
gene expressions in a desirable manner (as their removal would either produce little 
effect or signifi cantly stall cell survival activities crucial for normal functioning). 

 On the other hand, it will be interesting to investigate the effect of TRAF6 and 
RIP1 KOs, which enhances and suppresses IκBα and p38 activity, respectively. In 
addition, because cIAP1/2 also plays a key role in complex I and experimental data 
are currently lacking, the effect of removing these molecules is also tested. Hence, 
in silico TRAF6 KO, RIP1 KO, and cIAP KO are performed. 

 Figure  7.5  shows the simulations of group (G) I, II, and III genes, which are 
mostly well-known proinfl ammatory mediators. From the simulations, RIP1 KO 
produced the most noticeable downregulation, and yet maintained certain activity, 
of all three gene groups. This result, thus, suggests that RIP1 may be a crucial single 
molecule target for controlling enhanced proinfl ammatory response caused by 
TNFR1 signaling in disease conditions, such as in rheumatoid arthritis.

   In summary, to understand the temporal activation profi les of the TNF-regulated 
signaling network (a cytokine produced during the innate immune response to 

0.0

0.4

0.8

1.2

1.6
a b

WT
TRAF6 KO
RIP1 KO
cIAP KO

0.0

0.4

0.8

1.2

0 2 4 6 8 10 12 0 2 4 6 8 10 12

Simulation Time (h) 

G
2 

m
R

N
A

 

G
1 

m
R

N
A

 

c

0.0

0.4

0.8

1.2

0 2 4 6 8 10 12

Simulation Time (h) 

G
3 

m
R

N
A

 

  Fig. 7.5     In silico KO effects on the three groups of genes . Simulation profi les of modifi ed TNFR1 
model B for the three groups of genes: group I ( a ), group II ( b ), and group III ( c ), in four experi-
mental conditions: wild-type ( blue ), TRAF6 KO ( pink ), RIP1 KO ( yellow ), and cIAP1/2 KO ( green )       
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invading pathogens and involved in numerous fundamental cellular processes), a 
dynamic computational model based on perturbation-response approach and the 
law of information (signaling fl ux) conservation is developed. The temporal activa-
tion dynamics of transcription factor NF-κB, MAP kinase p38, and three groups of 
genes (representing 180 upregulated genes in mouse fi broblasts) to TNF stimulation 
were investigated. Despite the simplicity of using fi rst-order response equations to 
simulate the profi les of the intracellular molecules, the computational model reca-
pitulated the experimental response in the wild-type and several mutant conditions. 
This result is surprising as it is generally envisioned that the innate immune response 
of TNF is highly complex. 

 From analyzing the downstream temporal gene expression profi les, the model 
suggests that the presence of additional novel posttranscriptional/translational pro-
cesses is required for the continuous activation of group III genes, in contrast to 
previous postulation, where it is believed that the continuous activation is caused by 
a lesser ARE region for those genes, leading to a very low decay process. A literature 
survey indicated that the novel posttranscriptional/translational process could be 
provided by secondary signaling features such as autocrine signaling through IL-6 
and TGF-β, or perhaps derives from feedback mechanisms regulating the novel pro-
moter regions of group III genes. For example, the role of the interferon transcrip-
tion factor (IRF) family in inducing  Ccl5  or RANTES expression, which belongs to 
one of the group III genes, is reported in a previous study [ 15 ]; however, it is not 
currently considered in the current model. It is, therefore, necessary to perform 
further experimental work to confi rm and elucidate the exact mechanisms for the 
continuous activation of group III genes. 

 Finally, for downregulating TNF signaling, which is enhanced in proinfl amma-
tory diseases and cancer, the in silico investigation of the gene expression dynamics 
of the three groups of genes suggests that RIP1 may potentially become an impor-
tant therapeutic target. This chapter adds further evidence for the presence of a 
simple linear average response governing the early primary signaling process 
through immune-related cell survival pathways.
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Cancer tissues are often found to contain immune cells in their vicinity, which 
naturally leads to the question of a relationship between immune cells and tumors 
and whether the former actually help or suppress cancer progression. Numerous 
studies have now shown evidence for both scenarios. Lately, however, the ability of 
our immune response to induce apoptosis, or programmed cell death, in cancer cells 
and so to fight against disease progression is gaining momentum [1, 2]. Among the 
many immune factors found within the tumor microenvironment, the tumor necro-
sis factor (TNF) family members are noted for their ability to induce cellular apop-
tosis, in addition to typical proinflammatory response. In particular, the TNF-related 
apoptosis ligand (TRAIL), also known as Apo-2 ligand and TNFSF10, has received 
primal attention as these are capable of recognizing and inducing apoptosis of 
tumors and metastases while leaving normal cells mostly unaffected.

TRAIL is prevalently found as endogenous in several types of immune cells 
(e.g., macrophages, natural killer cells, T cells), and its expression can be elevated 
in these cells by infected agents, such as through the Toll-like receptor and the 
interferon-γ signaling pathways. TRAIL is known to bind with TRAIL-R1 [or death 
receptor (DR) 4], TRAIL-R2 (or DR5), TRAIL-R3 [or decoy receptor (DcR) 1], 
TRAIL-R4 (or DcR2), and osteoprotegerin. Notably, TRAIL-R1 and TRAIL-R2 
possess intracellular death domains and, subsequently, have the ability to mediate 
TRAIL-induced apoptosis. The remaining receptors are decoys that compete for 
TRAIL, thereby possibly negatively regulating the effects of TRAIL-R1 and 
TRAIL-R2 signaling.

The immune defense role of TRAIL has been shown to kill pathogen-infected or 
malignant cells [3]. Notably, increased expressions of TRAIL-R1 and -R2 have been 
found on extracellular membranes of several kinds of tumor cells with correspond-
ing increases in apoptosis compared with normal cells. Deficiency of TRAIL-R1 
and -R2 has also led to malignancy. Further investigations using TRAIL-induced 
apoptosis for effective control of cancer proliferation have yielded successes at pre-
clinical settings for certain cancer cells. In the majority of cases, such as melanoma 
and neuroblastoma, however, TRAIL stimulation has little or no effect.

Chapter 8
TRAIL Signaling in Cancer
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The nonsensitivity of TRAIL-stimulated cancers occurs as a result of several 
factors including very low expression levels of TRAIL-R1 and -R2, increased levels 
of DcR1 and DcR2, and elevated levels of negative regulators of apoptosis such as 
cFLIP, etc. In addition, the upregulation of cell survival and proliferation pathways 
through MAP kinases and NF-κB activations are crucial for resistance.

More recently, to overcome resistance, TRAIL has been used in conjunction with 
other treatment strategies. Several studies have constructed combination therapies 
with proteasome inhibitors, histone deacetylase inhibitors, ionizing radiation, etc., 
for enhancing apoptosis [4, 5]. Specific intracellular targets, such as tyrosine kinase 
inhibitors and IκBα suppressors, have also been used to show reduced survival of 
cancer cells [6, 7]. These studies have focused on a single mode of action by target-
ing either survival or apoptotic pathways. However, as cancers are known to show 
high activities of both survival and apoptotic pathways, it remains unclear whether 
the suppression of survival or the enhancement of apoptosis, independently, will 
yield optimal results. The clinical results so far have perhaps shown only partial 
response in most cases, asking for a deeper understanding of the synergistic effect 
of combinatorial treatments [8]. Thus, clear mechanistic insights into the conflicting 
roles of the cell survival and apoptotic pathways triggered by TRAIL are required. 
For example, when are cell survival and apoptotic pathways activated? Do they 
regulate each other? Are they induced at different time points? Finding answers to 
these questions may likely provide an improved strategy to treat cancers using 
TRAIL.

So, in spite of numerous studies targeting TRAIL resistance, we are still far from 
successfully understanding and controlling the mechanisms for resistance. Another 
possible reason may lie in the way intracellular data are generated, analyzed, and 
interpreted. For example, many studies use single time-point readout of survival or 
apoptotic molecules to compare treated with untreated cancer cells. Although such 
data provide qualitative snapshot information of cancer cell response to the treat-
ments, they may not necessarily show the overall effectiveness in time. For exam-
ple, in lipopolysaccharide-stimulated macrophages, upregulated molecules (based 
on mRNA expression) at early time points can become downregulated at later time 
points [9]. Thus, it is important to rigorously analyze the temporal data generated by 
TRAIL-stimulated experiments using systems biology approaches.

In this chapter, to shed light on the resistance mechanisms and to identify an 
effective intracellular target for TRAIL-resistant human fibrosarcoma (HT1080), 
the perturbation-response approach has been once again used to model the activa-
tion dynamics of key cell survival (IκB, JNK, p38) and apoptotic (caspase-8, -3) 
signaling molecules. As shown in the preceding chapters, the model does not require 
the full knowledge of all signaling species and their reaction kinetics. Using the 
approach of comparing experimental data with model simulations, first, novel path-
way features for TRAIL signaling in HT1080 cells are uncovered. Second, by 
developing a theoretical cell survival metric (CSM), the net effects of cancer cell 
survival and apoptosis under various intracellular mutations are evaluated. Finally, 
using the computational model together with CSM, an optimal target for overcom-
ing TRAIL resistance is predicted.

8  TRAIL Signaling in Cancer
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�Dynamic Model for TRAIL-Stimulated HT1080 
Cell Population Response

Previous experimental work on HT1080 cells has shown that TRAIL stimulation 
not only activates the apoptotic pathways (caspases), but also displays cell survival 
activities through NF-κB and MAPKs, resulting in overt resistance to death [10]. 
However, systemic understanding of the counterbalancing survival and death mech-
anisms remains unclear. For developing effective strategies to control TRAIL-
resistant cancer cells, a mechanistic understanding of the temporal activations of the 
cell survival and apoptosis pathways is required.

To investigate the dynamic activations of cell survival (NF-κB, MAPKs) and 
apoptosis (caspases) in TRAIL-resistant HT1080 cells, a computational model of 
TRAIL signaling is developed. The original model uses the widely accepted TRAIL 
signaling topology: upon ligation of TRAIL, TRAIL-R1 (DR4), and TRAIL-R2 
(DR5) form receptor clusters facilitated by O-glycosylation and/or palmitoylation. 
This step allows the intracellular death domain of TRAIL-R1 and -R2 to recruit 
FADD, caspase-8, and cFLIP, collectively called the primary death-inducing signal-
ing complex (DISC). Still attached to the membrane, the DISC becomes enriched in 
lipid rafts, subsequently allowing caspase-8 to interact with CUL3/RbxI-based E3 
ligase complex. Polyubiquitylation of caspase-8 occurs, and the ubiquitin-binding 
protein p62/sequestosome-1 binds with caspase-8 to detach it from the DISC. 
Consequently, caspase-8 interacts with RIP1, TRAF2, and IKK-γ to form secondary 
DISC, which activates downstream NF-κB, MAPKs, and caspase-3, a member of 
the cysteinyl-aspartate-specific proteases, through the extrinsic pathways (Fig. 8.1).

To develop and analyze the TRAIL model, the static TRAIL topology was con-
verted into a perturbation-response model where each species is connected to 
another by first-order response equations, and the parameters were chosen from 
temporal experimental data (see Chap. 2 for computational modeling details). Time-
course experimental data [10] of IκB, JNK, p38, and caspase-8 and -3 in wild-type, 
RIP1 KD, FADD KD, caspase-8 KD, and TRAF2 KD of HT1080 cells with 1,000 ng/
ml TRAIL stimulation is utilized. The activation levels of IκB, JNK, p38, and cas-
pase-8 and -3 were quantified from the Western blot data using ImageJ, and normal-
ized according to the peak values in the wild-type for each molecule (Fig. 8.2).

With the aid of a genetic algorithm, the model parameters were fitted with the 
available experimental profiles in wild-type. Once the simulations for all tested mol-
ecules fit reasonably well in the wild-type, the validity of the parameter values were 
tested in other mutant conditions (RIP1 KD, FADD KD, etc.). If the simulations are 
not satisfactory in any experimental condition (based on the area between the exper-
imental profiles and simulations curves; see Chap. 4), the current TRAIL topology 
will be modified according to the response rules (Box 4.2, Chap. 4). For example, 
in wild-type, if a time delay is observed in the experimental activation onset com-
pared with simulation, then according to response rule 1, additional intermediary 
first-order terms are added to provide delay. The process of modifying the TRAIL 
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topology and parameter values for each molecule and in each condition is done 
iteratively until all tested molecules are able to successfully reproduce experimental 
data in all tested conditions (see Fig. 4.3, Chap. 4).

Overall, five experimental conditions (wild-type, RIP1 KD, FADD KD, caspase-
8 KD, and TRAF2 KD) are utilized to generate a single robust model that simulates 
five molecules (IκB, JNK, p38, caspase-8 and -3) over five measured time points 
(0, 10, 30, 60, and 120 min) for TRAIL-stimulated HT1080 cells (Fig. 8.2).

Fig. 8.1  Schematic topology of the tumor necrosis factor (TNF)-related apoptosis ligand (TRAIL) 
signaling pathway (Adapted from Piras et al. [11])
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�Simulations of Initial TRAIL Signaling Model

Several parameter sets of the initial model (Fig. 8.3a) are examined so that the resul-
tant simulations could match the experimental profiles in wild-type. Apart for p38, 
where experiments showed rapid activation in comparison to model simulation, the 
IκB, JNK, and caspase-8 and -3 simulations successfully fit with their respective 
experimental profiles (Fig. 8.3b; wild-type).

Next, the initial model simulations are compared for other mutant conditions 
(RIP1 KD, FADD KD, caspase-8 KD, and TRAF2 KD). Although IκB, caspase-8, 
and caspase-3 simulations recapitulated experiments in all conditions, the simula-
tions of p38 and JNK activations are not satisfactory (Fig. 8.3b). Experimental RIP1 
KD showed impaired activation of p38 compared to wild-type; however, in silico 
RIP1 KD simulation shows similar levels to wild-type at 120 min (Fig. 8.3b; RIP1 
KD). Furthermore, in contrast to experiments, RIP1 KD simulation produces 
delayed p38 activation, similarly to wild-type simulation.

Fig. 8.2  TRAIL signaling 
response. Experimental 
activation profiles of p38, 
IκB, JNK, caspase-8, and 
caspase-3 in wild-type, RIP1 
KD*, FADD KD*, caspase-8 
KD*, and TRAF2 KD in 
arbitrary units (a.u.) at t = 0, 
10, 30, 60**, and 120 min 
after TRAIL stimulation of 
HT1080 cells. Original source 
was obtained from Figure 3a 
of Varfolomeev et al. [10] and 
was processed through 
ImageJ. *Data unavailable for 
caspase-8 and -3; **data 
available for caspase-8 and -3 
only. Note: Interpolated 
dotted lines between 
experimental data points are 
inserted as a guide; they 
might not represent the actual 
temporal dynamics (Adapted 
from Piras et al. [11])

Simulations of Initial TRAIL Signaling Model



Fig. 8.3  Simulation of initial TRAIL signaling model. (a) Static topology of the TRAIL signaling 
pathway used for developing our computational model. Note that we lump the similar effects of 
DR4/5 as TRAILR1/2, and ignore the response of DcR1/R2/OPG. Also, note that we include 
molecular conditions such as receptor clustering as additional first-order terms. (b) Comparison of 
simulations (solid lines) with experimental data (dotted lines) in wild-type, RIP1 KD, FADD KD, 
caspase-8 KD*, and TRAF2 KD in arbitrary units (a.u.). *Caspase-8 KD also refers to pro-
caspase-8 KD (Adapted from Piras et al. [11])
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For FADD, caspase-8, and TRAF2 KDs, in contrast to experimental profiles, the 
simulations failed to show any p38 or JNK activation (Fig.  8.3b). Collectively, 
the TRAIL model developed using the current topology reasonably simulates IκB, 
caspase-8 and -3 temporal activation profiles in all KD conditions; however, it fails 
to capture the dynamics of p38 and JNK.

�Revealing Novel Features of TRAIL Signaling

To overcome the shortfall of the model simulations adopting current TRAIL topol-
ogy, the response rules (Box 4.2; Chap. 4) are utilized to modify the network to 
investigate whether the model simulations could be improved, especially for p38 
and JNK profiles.

�Investigating p38 Dynamics

In wild-type and RIP1 KD, p38 is experimentally activated within 10 min after 
TRAIL stimulation, whereas in model simulations it takes at least 20 min (Figs. 8.3b, 
8.4a). According to response rule 2, the introduction of a novel bypass pathway to 
activate p38 more directly and specifically, perhaps not involving the primary or sec-
ondary DISC, will produce rapid activation. Thus, the initial model (M0) is modified 
by adding a novel bypass from receptor process 1 to MKK3/6, and this resulted in a 
good match between simulations, not only for wild-type data but also for FADD and 
caspase-8 KDs (Fig. 8.4b; M1). Note that the novel bypass is not sensitive to whether 
the origin starts from TRAIL-R1 or the receptor process terms. However, adding a 
bypass at or downstream of FADD incurs noticeable delay in p38 activation (data not 
shown). Hence, this novel bypass is termed the FADD-independent pathway.

Although the delayed simulations are finished by inserting a novel FADD-
independent pathway, for RIP1 KD, the late-phase peak activation (at 120 min) is 
enhanced in M1 simulations, and for TRAF2 KD, the p38 activation is still under-
predicted at 120 min (Fig. 8.4b; M1 yellow area). From RIP1 KD data, response 
rule 5ii indicates a possible link between RIP1 and p38, so that the removal of RIP1 
will negatively affect p38 activation. Notably, the inclusion of this feature alone in 
a modified model was sufficient to reasonably match experimental and simulation 
results for both RIP1 KD and TRAF2 KD (Fig. 8.4c; M2).

�Investigating JNK Dynamics

Using the updated model (M2), JNK dynamics is next investigated. This time, the 
JNK simulation for wild-type and RIP1 KD is quicker than experimental profiles 
(Fig.  8.4d). Hence, according to response rule 1, additional novel intermediates 
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(proteins, complex formation, etc.) specific to JNK are added to provide certain 
delay in activation. As expected, this improved JNK simulations for wild-type and 
RIP1 KD (Fig.  8.4e; M3). However, JNK simulations for FADD, caspase-8 and 
TRAF2 KDs were still absent and did not match experimental results. Utilizing 
response rule 3 (missing flux), a link from the predicted FADD-independent path-
way for p38 to also activate JNK is added. Thus, a novel molecule Y was introduced 
to branch from receptor process 1 to p38 and JNK, and the other novel intermediates 
(predicted by M3) are specifically inserted between Y and JNK via MKK4/6 
(Fig. 8.4f).

Fig. 8.4  Revealing novel features of TRAIL signaling using modeling strategy and response rules 
comparing model simulations with experiment results. For p38: M0, the initial model (a), M1 (b), 
with the addition of a rapid bypass, and M2 (c), with the addition of a missing link between RIP1 
and p38 pathway. For JNK: M2 (d), M3 (e), with intermediates to introduce delay in activation, M4 
(f), with a missing link for the activation of JNK in FADD and caspase-8 KDs, and M5 (g), a miss-
ing link between p62 and JNK pathway to show enhancement through SFR in TRAF2 KD (Adapted 
from Piras et al. [11])

8  TRAIL Signaling in Cancer
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This procedure resulted in significant improvement in the JNK simulations in 
wild-type, RIP1 KD, FADD KD, and caspase-8 KD, but not in TRAF2 KD (Fig. 8.4f; 
M4). To achieve specific activation of JNK in TRAF2 KD, we require a bypass from 
p62 to novel molecule Z (one of the novel intermediates predicted above) on the 
FADD-independent pathway to activate JNK (response rules 3 and 4; Fig. 8.4g). 
Overall these modifications to the initial model, based on response rules, remark-
ably recapitulate IκB, p38, JNK, and caspase-8 and -3 activations in all tested exper-
imental conditions (wild-type, RIP1 KD, FADD KD, caspase-8 KD, and TRAF2 
KD) with a good degree of consistency (Fig. 8.5, Table 8.1).

To evaluate the relative significance of each novel pathway branch, response rule 
6 was utilized. By quantifying signaling flux for each pathway branch, the FADD-
independent pathway is estimated to contribute about 17 % and 43% of total JNK 
and p38 activations, respectively, and the RIP1 to p38 crosstalk provides about 45 % 
flux for p38 activation. The bypass from p62 to molecule Z provides about 82 % flux 
to JNK, whereas TRAF2 provides about 1  % flux to JNK, and the TRAF2 to 
MKK3/6 axis provides about 12% flux to p38. Thus, RIP1 is key for p38 and Z is 
crucial for JNK activation.

In summary, (i) a FADD-independent pathway to activate p38 and JNK, bypass-
ing the primary and secondary DISC and through novel molecules Y and Z, (ii) a 
crosstalk between RIP1 and p38 via MKK3/6, (iii) a crosstalk between p62 and 
JNK via molecule Z, and (iv) intermediary step(s) or molecule(s) upstream of JNK, 
are proposed (Fig. 8.5b).

�Identifying In Silico Targets for Enhancing Cancer Cell Death

Now that a robust model, consistent in wild-type and several mutant conditions, for 
TRAIL signaling in HT1080 cell populations has been developed, can this model be 
used to identify a promising target for overcoming TRAIL resistance? Also, what 
are the roles of the novel predicted molecules, Y and Z, in the survival and apoptosis 
activities? Can either of these molecules potentially be a crucial target for enhanc-
ing cancer cell death in TRAIL therapy?

To address these issues, in silico KDs of Y and Z molecules are next performed 
to investigate p38, JNK, IκB, and caspase-8 and -3 dynamics (Fig. 8.6). In silico Y 
KD produced about 25 % fall in p38 activation, almost unchanged JNK, and a slight 
enhancement of IκB and caspases activities through signaling flux redistribution 
(SFR). The in silico Z KD, however, showed more pronounced effects: complete 
abolition of JNK and significant enhancement of p38, IκB, and caspases. Although 
these results show that molecule Z is very sensitive in TRAIL signaling, the simula-
tions, in the current form, do not directly envisage survival ratios (SRs) of cancer 
(HT1080) cells in Y and Z KDs.

Although we know the SRs [10] for wild-type (59 %), FADD KD (76 %), RIP 
KD (18 %), and TRAF2 KD (28 %), the SR in Y and Z KDs require evaluation. To 
evaluate their SRs, a link between SR and the survival and apoptotic molecule 
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Fig. 8.5  Simulations of the proposed TRAIL signaling topology. (a) Comparison of M5 simula-
tions (solid lines) with experimental data (black points) in wild-type, RIP1 KD, FADD KD, 
caspase-8 KD, and TRAF2 KD. (b) Static topology of the proposed model for TRAIL signaling 
pathway. Modifications are indicated by blue arrows (Adapted from Piras et al. [11])
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Table 8.1  Finalized TRAIL model reactions and parameters. Note that to simulate each KD 
condition, we imposed null parameter value(s) for all reaction(s) involving the KD molecule

Highlighted rows indicate novel features of the TRAIL signaling pathway

Identifying In Silico Targets for Enhancing Cancer Cell Death
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Fig. 8.6  Simulation profiles of p38, JNK, IκB, and caspase-8 and -3 using final TRAIL model M5: 
Y KD (a) and Z KD (b) (Adapted from Piras et al. [11])

8  TRAIL Signaling in Cancer
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temporal activation profiles are required. Because the area under the curve (AUC) of 
each apoptosis and survival molecule activation profile with time indicates an inten-
sity measure of their respective process, the AUCs are used to connect with the SR.

To do this, a theoretical cell survival metric, or CSM, which evaluates the net 
AUC of survival (IκB, JNK, p38) and apoptotic (caspase-8 and -3) molecules is first 
introduced. The CSM for the kth condition is

	 CSM AUC AUCk k
Survival

k
Apoptosis= −a b 	 (8.1)

	
AUC AUC AUC AUCk

Survival
I B k p k JNK k= + +( )1
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where survival and apoptosis AUCs are averaged over their respective molecules, 
and α and β are weight constants that will be determined from the actual SR.

Now, because the net AUCs are related to the SR, CSM is an unknown function 
of SR.

	 SR f CSMk k= ( ) 	 (8.4)

We tried a linear relationship:

	 SR CSMk k= d ( ) 	 (8.5)

However, this did not produce a solution. Next, we used polynomial expansion, 
and finally arrived at the exponential fitting:

	 SR ek
CSMk= l 	 (8.6)

To solve Eqs. 8.1 and 8.6, which have more unknown parameters than the num-
ber of equations, we set CSMWT = 0 for wild-type (which is our benchmark), so that 
positive CSMk denotes more survival than wild-type and negative denotes more 
death than wild-type for the kth condition, which now excludes the wild-type. Next, 
putting CSMWT = 0 in Eq. 8.6 yields λ = 0.59 (because the experimental SR for wild-
type is 0.59 and e0 = 1).

Substituting λ back into Eqs. 8.1 and 8.6 for other conditions, three possible solu-
tions for α and β (because we have two parameters for three equations) are obtained. 
Solving α and β using (i) SRFADDKD  and SRRIPKD , the evaluated (predicted) SR for 
TRAF2 KD, Y KD, and Z KD is shown in Fig. 8.7a. Alternatively, solving α and β 
using (ii) SRFADDKD , SRTRAF KD2  and (iii) SRRIPKD , SRTRAF KD2  also produces similar 
SR for TRAF2 KD, Y KD, and Z KD (Fig. 8.7b, c). Notably, among the three solu-
tions, the most conservative SR is about 0.05 for Z KD. That is, based on the survival 
ratio calculations, Z KD in TRAIL-stimulated HT1080 cells will likely produce 
95% cell death.

Identifying In Silico Targets for Enhancing Cancer Cell Death
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Thus, among all investigated KDs, the Z KD results in the most negative CSM 
and the least SR (with only about 5 % surviving cells compared with 18 % and 36 % 
for RIP1 and Y KDs, respectively; Fig. 8.7). This result occurs because, through 
SFR (response rule 4), the Z KD enhances the caspases activations more than the 
survival molecules (Fig. 8.6b). Thus, Z KD shows the most desirable outcome of 
maximizing cell death in all tested conditions, making it clearly the best predicted 
target candidate for TRAIL-resistant HT1080 cells.

To verify the overall result, experiments on wild-type TRAIL-stimulated HT1080 
cells were performed. Although it is not possible to perform experiments on the still 
uncharacterized Z KD cells, the SR of wild-type cells is reinvestigated. Notably, our 
experiments successfully reproduced approximately 60 % SR observed for 1,000 
ng/ml of TRAIL stimulation (Fig. 8.8). The validation of wild-type data demon-
strates that the average response model can be legitimately used to identify an 
appropriate candidate, through computational simulations, for enhancing TRAIL-
based strategy.

To summarize, there has been great interest during the past decade on the usage 
of TRAIL, because of its ability to trigger the apoptotic pathways, as a strategy to 
fight the progression of cancer. Although successful in certain cancer types, TRAIL 
has not become a general candidate as many types of cancers are able to evade the 
apoptotic property of TRAIL. Recent work has shed light on the resistance mecha-
nisms in TRAIL-based therapies; nevertheless, the understanding of counteracting 
cell survival and apoptotic pathways and finding ways to sensitize TRAIL-based 
strategy remain poor.

Drugs that upregulate TRAIL receptors (e.g., proteasome inhibitors) in resis-
tant cancers may not be effective as they are likely to enhance both cell survival 
and apoptotic pathways, with the net effect not necessarily enhanced cell death. 

Fig. 8.7  Identifying key target for sensitizing TRAIL resistance. Cell survival metric (CSM) and 
survival ratio (SR), for all KDs relative to wild-type CSM = 0 solving α and β using experimental 
SR of (a) RIP1 and FADD KDs, (b) RIP1 and TRAF2 KDs, and (c) FADD and TRAF2 KDs 
(Adapted from Piras et al. [11])
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Further studies on using combinatorial treatment of TRAIL with downstream targets 
that selectively suppress cell survival, such as NF-κB and MAP kinase inhibitors, or 
enhancing apoptosis by suppressing the suppressors of caspases, have recently been 
investigated. The reduced cell survival activity or increased apoptosis produced, 
generally, an increase in the net effect of cell death, providing good prospective for 
increasing the efficacy of TRAIL-based strategies. However, these strategies have 
focused on suppressing either the cell survival or apoptosis activity, independently. 
It remains unclear which strategy among these is optimal for the various TRAIL-
resistant cancer types. Thus, we require a strategy that considers the dual mode of 
suppressing survival and enhancing the apoptosis pathway simultaneously.

In this chapter, a systemic strategy that considers both the cell survival and 
apoptotic dynamics to provide a more mechanistic way to target TRAIL resistance 
is shown. The dynamic perturbation-response approach, successful to model the 
Toll-like receptor (TLR) (Chaps. 4, 5, 6) and TNF (Chap. 7) pathways, is used to 
examine the signaling mechanisms of NF-κB, MAP kinases, and caspase activa-
tion in TRAIL-stimulated HT1080 cells. Starting from the literature created a gen-
eralized TRAIL signaling topology, first, using response rules novel features, 
namely, (i) a FADD-independent pathway(s) to activate p38 and JNK, bypassing 
the primary and secondary DISCs and through novel molecules Y and Z, (ii) a 
crosstalk between RIP1 and p38 via MKK3/6, (iii) a crosstalk between p62 and JNK 
via Z, and (iv) intermediary step(s) or molecule(s) upstream of JNK are inferred. 

Fig. 8.8  Experimental verification of wild-type HT1080 and HT29 cells to TRAIL stimulation. (a) 
Wild-type HT1080 and HT29 (control) cells show 60  % and 95  % survival, respectively, for 
1,000  ng/ml of TRAIL stimulation. HT1080 and HT29 cells were cultured in 12-well plates 
(60,000 cells/well) and incubated for 24 h. Cells were transferred to a culture medium contain-
ing TRAIL/Apo2L (0 and 1,000 ng/ml) and incubated for 18 h, then washed using phosphate-
buffered saline (PBS) solution, detached from the plate using trypsin-EDTA, and centrifuged. Cell 
pellets were resuspended in 200 μl 1× binding buffer, 5 μl AnnexinV-FITC, and 10 μl propidium 
iodide, and incubated at room temperature, protected from light, for 15 min. Cell suspension was 
pipetted into poly round tubes through the cell-strainer cap; fluorescence intensity was then mea-
sured using an EPICS XL flow cytometer. TRAIL stimulation did not induce noticeable apoptosis 
of HT29 cells (negative control). On the other hand, 40 % of HT1080 cells underwent apoptosis 
after 18 h upon TRAIL stimulation (1,000 ng/ml) (From Piras et al. [11]) (b) Cell viability for 
HT1080 (blue) and HT29 (red) cells for indicated dosage of TRAIL (Data obtained from 
Varfolomeev et al. [10])
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These inclusions are necessary for the computational model to successfully reca-
pitulate experimental outcome in all investigated conditions (wild-type, RIP1 KD, 
FADD KD, caspase-8 KD, and TRAF2 KD).

Second, to determine the best strategy to induce apoptosis in TRAIL-resistant 
HT1080 cells, the net effect of NF-κB, MAP kinases, and caspase activation by 
evaluating their cell survival metric, CSM, and making a link to the survival ratios 
(SRs) for various KD conditions was investigated. Overall, the simulations suggest 
that the optimal target is the novel molecule Z, whereby its removal is predicted to 
produce about 95 % HT1080 cell population death (Fig. 8.7).

Recent studies have indicated the roles of PI3K, Akt, and MADD for TRAIL 
resistance [12, 13]. These entities may belong to the novel FADD-independent path-
ways, and one of these could well represent the molecule Y. On the other hand, the 
novel molecule Z, which is activated by p62 to specifically activate JNK in the 
model, acts as a connector between the primary and secondary DISC. Performing a 
search of the protein–protein interaction database [14] for p62 interacting partners 
shows protein kinase C (PKC) family members as likely candidates. Further litera-
ture search supports PKC-ζ [15] as a possible candidate.

It is important to note that although the average response model may not pinpoint 
a specific molecular target exactly, nevertheless, it will be worthwhile to investigate 
molecules that interact with p62 for the search for optimal target for effective cell 
death in TRAIL-resistant HT1080 cells. Taken as a whole, the approach presented 
here provides a promising contribution toward systemically analyzing the dynamics 
of cell survival and apoptotic pathways for the sensitization strategy for TRAIL-
based cancer therapy.

This chapter provides further data that show novel features of the TRAIL signaling 
can be revealed through the law of conservation and first-order response equations. 
From this result, we theoretically demonstrate that targeting a molecule at the survival 
and apoptosis pathway junction can provide an optimal solution to treat TRAIL resis-
tance. It suppresses JNK and, at the same time, enhances caspase activities.

This result can be considered as surprising because the vast diversity of molecu-
lar constituents, issues of heterogeneity, and spatiotemporal effects such as diffu-
sion and crowding within cells are likely to make the TRAIL signaling response 
nonlinear and difficult to conceptualize computationally (see the following chap-
ter). In contrast, our data suggest that cells, as a population, are able to discard 
individual differences to achieve a global average response that follows simple rules 
[16–18]. This is clearly the underlying success that the final first-order response 
model is able to simulate multiple experimental conditions.

Because biological complexity such as heterogeneity and fluctuations or noises 
are observed at single-cell resolution, it will be interesting to compare the single-
cell dynamics of HT1080 cells in wild-type and PKC-ζ mutants with the population 
response presented here. Also, it will be crucial to investigate how the heteroge-
neous single-cell responses in TRAIL signaling could be guided to provide a pos-
sible 100 % cell death, at least in a dish. In this light, the study of single-cell noise 
will be critical to enhance our modeling aspects further to generate and investigate 
single-cell response models. The subsequent chapters focus on such complex issues.
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        The population-wide averaging approaches discussed so far have been instrumental 
not only for cell signaling but also in our basic understanding of myriad determin-
istic biological processes such as growth and metabolism (see Chap.   1    ). For devel-
opmental biology, on the other hand, the major challenge has been to understand 
how multimodal decisions are undertaken. For instance, a single stem or progenitor 
cell can produce distinct lineages, which can be tilted by even small external pertur-
bations [ 1 ,  2 ]. 

 Also, it is astounding to observe how genetically identical cells produce diverse 
phenotypes, such as during cell cycles, aging, and epigenetic regulation. Moreover, 
the cooperative behavior of microorganisms, such as  Escherichia coli  and yeast, to 
form biofi lms that enhance their survival capacity to environmental threats is dis-
tinct from their individual activity. Thus, the study of phenotypic diversity or indi-
vidual to cooperative response cannot lend itself to population-based readout 
because multiple measurements of each cell across time are required to unravel the 
multifaceted decision capability of living cells. 

 The concept and importance of cellular variability, spatiotemporal effects of 
molecules and entropy in living systems, was already investigated several decades 
ago, when trained physicists such as Max Delbrück and Erwin Schrödinger switched 
their interest to biology. Adding probability events to differential equations, 
Delbrück investigated the fl uctuations of chemical interactions and proposed that 
the outcome of cellular decisions can be variable, as he observed in the number of 
phage produced per virus-infected  E .  coli  [ 3 ,  4 ]. In his famous book  What Is Life?  
[ 5 ], Schrödinger searches for physical laws to explain molecular events such as cell 
divisions and appreciates the presence of quantum (stochastic or heterogeneous) 
information in living systems to produce diverse behaviors. Three decades later, 
Spudich and Koshland showed that bacteria grown in a homogeneous environment 
display heterogeneous behavior over a sustained period and reasoned the phenom-
enon was the result of fl uctuations of a small number of key molecules [ 6 ]. 

 The pioneering and fundamental observations from such studies that consider 
beyond average response behaviors have reinforced the fact that not all cells behave the 

    Chapter 9   
 Stochasticity and Variability: Insights 
from Single-Cell Dynamics            

http://dx.doi.org/10.1007/978-1-4614-7690-0_1


106

same, or possess the same amount of intracellular constituents or reaction  kinetics. 
One key reason is that each cell within a population is not identical to other cells in 
morphology or shape, and the intracellular molecular environment is highly inhomo-
geneous. Population-wide average techniques are, therefore, not suitable to understand 
cellular variability and, subsequently, experimental techniques progressed toward 
addressing the issue of heterogeneity and their implications from single-cell approaches. 
Thus, the understanding of how multimodal cellular decisions can be undertaken by 
living systems, for example, in the multifaceted outcomes of stem cell differentiation, 
requires nonaveraging and nonlinear approaches considering variability. 

    Biological Noise: Stochasticity and Heterogeneity 

 The advent of modern microscopes (e.g., confocal, electron, fl uorescence), laser 
techniques, imaging technologies, and microfl uidics has enabled the measurement 
and comparison of intracellular biological components in space–time and between 
single cells in high defi nition (Box  9.1 ) [ 7 – 13 ]. For example, Elowitz and colleagues 
built strains of  E .  coli , tagging the distinguishable cyan ( cfp ) and yellow ( yfp ) alleles 
of green fl uorescent protein ( gfp ) in the chromosome, and showed that their expres-
sion fl uctuated rapidly in time (Fig.  9.1a ) [ 14 ]. Such fl uctuating responses of gene 
and protein expression over time have been observed in numerous other studies 

   Box 9.1 Popular Single-Cell Experimental Approaches 

  Fluorescence correlation spectroscopy  ( FCS ): Single molecules are fl uores-
cently labeled and counted to track their mobility, interactions, or concentra-
tions. A detector captures the fl uorescence of the single molecule that travels 
through a subspace within the optical system. A correlation analysis of fl uc-
tuation of the fl uorescence intensity produces the rate of diffusion and abso-
lute number of the fl uorescent molecules. Using an extrapolation method, the 
concentration and size of the molecules are subsequently determined [ 7 ]. 

  Fluorescence in situ hybridization  ( FISH ): Fluorescent probes are used to 
detect a specifi c region of DNA sequences and chromosomes where it binds 
with a high degree of sequence complementarity. Next, fl uorescence micros-
copy determines the location of the probe bound to the chromosomes. Using 
various combinations of fl uorochromes, FISH generates different colors in 
chromosomes that allows monitoring each one independently. FISH is also 
used to detect and localize specifi c mRNAs, to identify the spatiotemporal 
patterns of gene expression within a single cell or population of cells [ 8 ]. 

(continued)
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  Confocal laser scanning microscopy  ( CLSM or LSCM ): Using the aid of 
computational imaging techniques, CLSM produces high-resolution in-focus 
images of fl uorescent proteins, especially signaling molecules. This micros-
copy has been successfully used to compare the spatial temporal localization 
of key molecules in live cells. Several dyes has been recently developed, and 
it is now possible to tract several molecules at the same time [ 9 ]. 

  Fluorescence resonance energy transfer  ( FRET ): This method measures the 
excitation energy when two colored molecules collide. The effi ciency of 
FRET is obtained by tracking the binding interaction, which results in changes 
in the fl uorescence intensity between donor and acceptor molecules. FRET 
allows the investigation of several biological processes that produce changes 
in molecular mobility and proximity with high-defi nition spatial resolution, 
compared with conventional optical microscopy [ 10 ]. 

  Fluorescence - lifetime imaging microscopy  ( FLIM ): Similar in principle to 
FRET, FLIM measures the differences in the exponential decay rate of the 
fl uorescence of the donor molecules. That is, instead of measuring intensity, 
the FLIM lifetime imaging allows differentiation between behavior of mole-
cules of the same color over time [ 11 ]. 

  Fluorescence recovery after photobleaching  ( FRAP ): Target fl uorescent mol-
ecules are photobleached within a cell by exposure to high-intensity blue 
light. A microscope is then used to track the movements of the fl uorescent 
molecules. The measurement of the intensity with time enables quantifying 
the recovery of fl uorescence. It has been principally used to analyze move-
ment of proteins within a membrane and protein binding [ 12 ]. 

  Microfl uidics : A microfabricated device is used together with cytometry 
devices that allows a small volume of cells in liquid to pass through micro-
structures and form cell cultures. These cells are then imaged using real-time 
fl uorescent imaging. Microfl uidics allows high-throughput monitoring of sev-
eral single cells at the same time on a chip, so could have advantages of cost 
and speed [ 13 ]. 

[ 15 – 17 ]. On the other hand, fl ow cytometry analyses have revealed cell-to-cell het-
erogeneity, Gaussian-like distributions for the abundance of a given protein per cell, 
in a clonal population of cells (Fig.  9.1b ) [ 18 ,  19 ].

   Thus, each cell within a tissue population possesses varying amounts of indi-
vidual molecular constituents, in a highly inhomogeneous intracellular environment 
with spatiotemporal effects of molecular crowding and diffusion (Fig.  9.2a ). The 
low abundance of numerous molecules produces stochastic cellular response or 

Box 9.1 (continued)

Biological Noise: Stochasticity and Heterogeneity



108

noise, such as in the dynamics of gene transcription and decay. Together, the effect 
of space, crowding, stochasticity, and heterogeneity of molecular constituents make 
single-cell response variable, noisy, and highly complex (Fig.  9.2b ).

   The spatiotemporal organization of intracellular molecules is important for dis-
tinct signal transduction of key conserved molecules, such as IκB kinase (IKK) 
complexes, between distinct stimuli, for example, lipopolysaccharide (LPS) and 
tumor necrosis factor (TNF) stimulation [ 22 ]. Moreover, the cellular environment is 
heterogeneous with macromolecular complexes and crowding. The diffusive rates 
of molecular reactions, under such situations, are variable and able to produce vastly 
unanticipated responses. For example, it was believed that Tom40, a key component 
in the mitochondrial protein import machinery, freely diffuses in the mitochondrial 
outer membrane. However, a recent single-molecule tracking method demonstrates 
that Tom40, although is highly mobile, is confi ned in its behavior [ 23 ]. 

 In the cell cycle of human cells, fl uorescence microscopy in combination with 
laser micro-irradiation revealed different spatiotemporal dynamics of Nbs1 and 
Chk2, key mediators maintaining genomic stability for ataxia-telangiectasia- mutated 
(ATM)-controlled checkpoint pathways induced by DNA double-strand breaks, and 
as a result, indicated their distinct roles [ 24 ]. These in vivo analyses demonstrate the 

  Fig. 9.1    Stochasticity and variability observed in single cells. ( a ) Time-series schematic of green 
fl uorescent protein (GFP) in single cells. Stochasticity or fl uctuations in protein ( YFP  and  CFP ) 
expression show  color  variations between each cell as time evolves in  Escherichia coli  (Adapted 
from Dunlop et al. [ 15 ].) ( b ) Variation ( left ) and stability in time ( right ) of Sca-1 expression in a 
multipotent mouse hematopoietic cell line (Adapted from Chang et al. [ 19 ])       
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importance of the spatiotemporal nature of individual proteins that cannot be 
observed from in vitro analyses. Thus, putting together the effect of space–time, 
crowding, and heterogeneity of molecular constituents can make single- cell responses 
highly variable and noisy. However, are single-cell responses predictable?   

      The Origins of Biological Noise 

 The single-cell heterogeneity within cell populations, measured by transcription, 
phosphorylation, morphology, and motility, arises from a combination of intrinsic 
and extrinsic elements. Increasingly, investigators recognize that the stochasticity in 
gene or protein expression results from two main sources of noise: (i) intrinsic or 
‘uncorrelated’ noise, the random nature of biochemical reactions, for example, from 
low copy numbers of intracellular molecules in a Poisson process; and (ii) extrinsic 
or ‘correlated’ noise, fl uctuations in other cellular components or states that indi-
rectly affect the expression of a specifi c gene or protein [ 14 ,  25 ]. 

  Fig. 9.2    Noisy dynamics of individual molecules and cells. ( a ) Illuminating green fl uorescent 
protein ( paGFP ) with  blue  light on a single photo-activatable cell ( upper panel ) results in paGFP 
diffusing away from the source in a stochastic manner, as shown by the intensity plots ( lower pan-
els ). Intensity was measured in arbitrary units (AUs) (Adapted from Dehmelt and Bastiaens [ 20 ].) 
( b ) Fluorescence levels for four individual cells show stochastic response.  Blue circles  represent 
tumor suppressor protein p53 dynamics;  yellow circles  represent the dynamics of ubiquitin E3 
ligase MDM2 (Adapted from Wilkinson [ 21 ])       
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 It has now been demonstrated, both computationally and experimentally, that 
stochasticity in mRNA and variability in protein expression are not simply the result 
of the effect of low copy number on a Poisson gene regulatory process, but rather 
are caused by the quantal or bursting nature of promoter activity (Fig.  9.3 ) [ 26 ,  27 ]. 
Moreover, by varying the rates of transcription and translation of a bacterial protein, 
it is now known that increasing transcriptional, and not translational, noise is 
responsible for the variability in reporter protein expressions [ 15 ,  28 ].

       Noise in a Simple Gene Regulatory Network Is Crucial
for Bimodal Decisions 

 For a long time, noise has been considered as unwanted obstacle or nuisance in 
many disciplines, resulting in numerous efforts that focused on suppressing the 
causes and effects of noise. However, the usefulness of noise has gained valuable 
recognition across disciplines in the past few decades. In biology, only in the early 
part of the past decade have we seen much interest and progress. This is mainly due 
to the lack of experimental techniques that could measure noise reliably. 

 In physics, it is well known that a small deviation in the initial condition could 
lead to diverse response of a deterministic process. This phenomenon, termed chaos, 
can be illustrated using a ski slope with bumps (mogul skiing; Fig.  9.4a , insert). 
Here, gravitational force drives the skier to the fi nish point and the bumps create a 
landscape to develop error or noise that changes the lineage of each trajectory 
(attractor) to distinct pathways on different attempts. Hence, noise in a chaos pro-
cess can be used to switch deterministic fates. For the cell differentiation process, 
how does a single cell diversify its lineage in time (Fig.  9.4b )? The clue may lie in 
biological noise on a chaos process (see Chap.   12    ).

   In  Saccharomyces cerevisiae , the control of the transcription rate of GAL con-
tributed to the heterogeneity of reporter yeast-enhanced green fl uorescent protein 
(yEGFP protein) expression within a clonal population [ 17 ]. Moreover, it was 
shown that increasing the transcriptional noise propagation in the corresponding 
gene regulatory network resulted in the generation of bistable expression states of 
yEGFP. This pioneering work on actual cells is a good example of how the control 
of noise can nonintuitively regulate the diversity of molecular constituents in living 
systems. But how is noise or heterogeneity important for cellular behavior? Or, 
what is the purpose of biological noise? 

 Certain types of bacteria, as an alternative to sporulation, capture DNA from the 
surroundings in nutrient-limited conditions for their survival. This phenomenon is 
termed as competence. In  Bacillus subtilis , this process is known to be random and 
binary, with only about 10–20 % cells achieving competence. The master regulatory 
transcription factor for the behavior is ComK, where the low or high concentration 
of this protein is associated with the vegetative or competent state, respectively, with 
a threshold level shifting the balance (Fig.  9.5a ) [ 32 ,  33 ]. The level of stochasticity, 
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  Fig. 9.3    Bursting origins for stochastic gene and variable protein expression. ( a ) Theoretical 
observation.  Left : When the promoter state is always on, and the production and degradation of 
mRNA occur randomly in a Poisson process, the resultant protein expressions follow a narrow 
distribution.  Right : When promoter state on–off is quantal, and the production and degradation of 
mRNA occur randomly in a Poisson process, the resultant protein expressions follow a Gaussian- 
like distribution (Adapted from Kaern et al. [ 28 ].) ( b ) Schematic of experimental observation in 
 Escherichia coli  or  Bacillus subtilis  (Adapted from Eldar and Elowitz [ 29 ])       
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or noise, in the expression of  comK  mRNA was initially demonstrated to be responsible 
for switching between the states. Subsequently, further work showed that the entry 
into and exit from the competent state occurred through an excitable core module 
with positive and negative feedback loops of ComK with ComS. Notably, the excit-
able dynamics of ComG and ComS generated by stochasticity was crucial for the 
regulation of  B .  subtilis  competence (Fig.  9.5b ) [ 34 ].

   In genetics, the investigation of penetrance considers the nondeterministic or 
probabilistic outcomes in biological phenotype for a particular mutation of a gene. 
For example, if a variant in a particular gene is associated with a disease with 80 % 
penetrance, then one would expect 80 % of a population with that gene mutation 
will develop the disease. The remaining 20 % displays incomplete penetrance. 

 In the study of incomplete penetrance of  Caenorhabditis elegans  intestinal dif-
ferentiation, the mutation of the  skn - 1  gene affected the transcriptional network of 
intestinal specifi cation and produced indeterminate outcomes where some embryos 
failed in the development of intestinal cells, whereas others became intestinal precur-
sors [ 35 ]. The differentiation phenotype of  skn - 1  mutant  C .  elegans  was determined 
when the fl uctuating expression of a downstream gene,  end - 1 , reached a certain 
threshold. Notably, the mutation of  skn - 1  caused the  med - 1 / 2  and  end - 3  transcripts to 

  Fig. 9.4    Cell differentiation process mimicking a chaotic trajectory. ( a ) Diverging endpoints of 
the trajectories of seven boarders with minute (1-mm) changes in course maneuver at a ski slope 
with moguls ( insert ) (Adapted from Chaudry [ 30 ].) ( b ) Schematic of mammalian cell differentia-
tion process.  SC , stem cells (Obtained from Lorenz [ 31 ])       
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  Fig. 9.5    Transition from vegetative to competent state in  Bacillus subtilis . ( a ) Threshold in the 
concentration of ComK, with stochastic noise switching between the two fates. ( b ) The excitable 
dynamics of ComS ( green ) and ComG ( red ) in a feedback system controls competent state (From 
Süel et al. [ 34 ])       
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essentially diminish and effectively be removed from the intestinal gut gene network 
(Fig.  9.6 ). As a result, the modifi ed network increased the variability in  end - 1 , which 
was crucial for changing the attractor state of intestinal cell differentiation. The error 
or noise generated by the resultant compromised gut network resembles the example 
of the changing fate of ski trajectories to error (Fig.  9.4a ). Thus, the modifi cation of 
a biological network through genetic mutants can change cell or attractor states of 
the relevant biological process via cellular noise (see Chap.   12    ).

   For induced pluripotent stem cells (iPS) cells, we now fully appreciate the so- 
called Yamanaka factors (Oct3/4, Sox2, Klf4, c-Myc) that are crucial for changing 
attractor states of cell differentiation [ 36 ]. How do these factors trigger a different 
cell differentiation path? It is, perhaps, the insertion of these crucial molecules 
 generating variability or noise in some key molecules, currently still unknown, 
along the cellular differentiation network that allows differentiated cells to become 
iPS cells. Although this may be a speculation, the next chapter recognizes the pres-
ence of certain key molecules that are able to suppress the single-cell noise response 
in cancer. 

 In summary, we have investigated the issue of biological noise measured from 
single cells and their implications in generating heterogeneity and diversity in cell 
response, especially for cell fate decision. Intriguingly, even though living systems 
possess thousands of genes, proteins, and metabolites, the foregoing examples inves-
tigating single-cell noise still support the population examples shown in Chap.   1    , 
in that simple regulatory models are crucial in shaping the desired cell response. 
However, the major difference between the population-average and the single-cell 
studies is that the latter are able to produce bimodal or multimodal response when 
the level of stochastic noise are adjusted. In contrast, for the population models, 
where noise is not factored, additional regulatory features, such as feedback loops, 
are necessary to generate a non-unique response [ 37 ].     

  Fig. 9.6    Stochasticity and threshold effects in intestinal cell fate decision. Incomplete penetrance 
in  Caenorhabditis elegans  is also guided by noise in  end - 1 , threshold expression ( left ), and topol-
ogy ( right ) contributing to the decision (Adapted from Raj et al. [ 35 ])       
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The development and analyses of the tumor necrosis factor (TNF)-related apoptosis 
ligand (TRAIL) signaling model for resistant cancer cell populations in Chap. 8 are 
described using simple linear response equations. Although the approach is indis-
pensable for understanding deterministic and well-coordinated macroscopic 
response of cell population averages, the effect of biological noise revealed from 
single-cell approaches, mentioned in the previous chapter, requires consideration. 
This consideration is especially necessary for cancer populations, which consist of 
highly variable and heterogeneous cells. Thus, to consider the implications of cel-
lular variability in TRAIL signaling, this chapter extends the TRAIL population 
model into a variable single-cell response model. The extension will allow the 
investigation of how biological noise, particularly the effect of stochasticity, on sig-
naling reactions can affect the overall resistance mechanisms in human fibrosar-
coma or HT1080 cells.

�Stochastic Algorithm

The Gillespie algorithm is popularly used to generate probabilistic outcome of orig-
inal deterministic reaction equations by converting them into a discrete and stochas-
tic process [1]. The basic principle behind the Gillespie algorithm is that it transforms 
the average response model into memory-less Poisson or stochastic processes, 
where each reaction occurs stochastically based on a probability at the current state 
of the system, independently of previous states. The probability of a reaction, Pr, is 
related to its kinetic constant, kr, by
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where R is the total number of reactions in the network. In other words, the probability 
of a reaction occurring is proportional to its kinetic constant.

To initialize a stochastic algorithm, the initial number of molecules of each spe-
cies and their reaction rates are first specified. A Monte Carlo [1] step next generates 
random numbers to determine the next reaction to occur, and the time interval size 
τ is chosen:
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where z is a random number from uniform (0,1) distribution. After each time inter-
val, both the number of molecules and the reaction rates (based on probability dis-
tribution) are updated. The next time step is also determined, and the process iterates 
until the desired simulation period.

�Stochastic TRAIL Signaling Model

The average TRAIL response model (Chap. 8, Table 8.1) was converted into a 
stochastic model based on the Gillespie algorithm. Apart from the first reaction, 
TRAIL → TRAILR, all other reactions and their parameters are kept identical to the 
original deterministic model. The first reaction in the average response model is 
represented by a first-order mass-action equation. This simplification was found to 
be reasonable for fixed concentrations of stimulation. Here, as the effect of stochas-
ticity is being investigated for variable response, the model is required to be tested 
by varying the concentration of stimulation. Furthermore, cancer cells possess vary-
ing number of TRAIL receptors across their heterogeneous population. Hence, the 
first reaction cannot be modeled using the first-order mass-action equation and 
requires a new expression for the variable stochastic model.

Cancer cells are known to possess approximately 8,000 to 20,000 apoptosis-
inducing TRAIL receptors (Death Receptor-4/5) on their surface. It is, therefore, 
reasonable to limit the maximum number of active TRAILR for inducing apoptosis 
to be about 20,000. Also, it is important to note that TRAILR activation saturates at 
a TRAIL concentration about 200 ng/mL, following a hyperbolic velocity profile 
for cellular apoptosis for HT1080 cells (see Fig. 8.8b) [2]. Thus, a Michaelis–
Menten type equation is assumed for the TRAIL → TRAILR reaction:
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where Vmax is maximum or saturation reaction velocity (M/s) and Km (M) and k (1/s) 
represent rate constants and are determined by fitting with a experimental velocity 
profile.
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In contrast to the population-level deterministic model, where a fixed concentration 
of stimulation of TRAIL is given, here, to investigate the effects of stochasticity in 
signaling reactions leading to variable cell survival and apoptosis responses in indi-
vidual cells, three initializing conditions for low (1,000), medium (5,000), and high 
(20,000) copy numbers of TRAIL stimulation are chosen. As the model represents 
relative, rather than absolute, activation levels of signaling molecules, only the TRAIL 
copy numbers are initialized. The model will, therefore, show how the TRAIL molec-
ular flux distributes stochastically through the downstream pathways over time.

For each initialization condition, 1,000 simulations representing 1,000 single-cell 
responses are performed. Figure 10.1a–c shows the resultant stochastic simulations, 

Fig. 10.1  Stochastic simulations of tumor necrosis factor (TNF)-related apoptosis ligand (TRAIL) 
signaling. Simulation profiles of p38, JNK, IκB, caspase-8, and caspase-3 in wild-type (blue), 
FADD KD (brown), RIP1 KD (purple), and TRAF2 KD (green) for 1,000 cells with low (1,000) 
(a), medium (5,000) (b), and high (20,000) (c) numbers of activated TRAIL receptors. Apart from 
the first reaction, TRAIL → TRAILR, where Vmax = 3 × 10−11 M/s and Km = 1.5 × 10−11 M were estimated 
based on experimental data [2] (see text), the reaction topology and all other parameters were 
obtained from Table 8.1 (see Chap. 8)
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using reaction topology and most kinetic parameters from the deterministic TRAIL 
model (Chap. 8, Table 8.1), for cell survival (p38, JNK, IκB) and apoptosis 
(caspase-8 and -3) molecules.

Stochastic or noisy dynamics leading to variations in the temporal profiles for 
each of the 1,000 cells for IκB, JNK, p38, and caspase-8 and -3 in each condition 
are observed. As expected, the variability of all molecules between cells in all con-
ditions is proportional to the number of receptors activated relative to the TRAIL 
concentrations, with a lower number showing noisier response (Fig. 10.1a, b) and a 
higher number converging toward the average cell response (Figs. 10.1c and 8.5a). 
Notably, the distribution of the activation of each molecule at any time point for all 
stimulation levels of TRAIL follows a Gaussian-like distribution. For example, 
Fig. 10.2a shows p38 at high numbers of TRAIL stimulation. Such distributions of 
activation profiles are consistent with the variability profiles of protein expressions 
observed for clonal populations of hematopoietic stem cells, such as for the Sca-1 
protein in single-cell measurements [3] (Fig. 10.2b).

Although the stochastic simulations demonstrate variability in signaling 
response, it is unclear how these results will affect overall cell survival or death for 
the various levels of TRAIL stimulations. Hence, similar to the deterministic TRAIL 
model in Chap. 8, the cell survival metric (CSM), based on the area under curve 
(AUC) between the cell survival and death molecules, and the survival ratio (SR) are 
utilized (see Eqs. 8.1, 8.2, 8.3, 8.4, 8.5, and 8.6, in Chap. 8). Here, the CSM and SR 
are investigated for 1,000 single cells at low, medium, and high TRAIL simulation, 
rather than for a population average where only a single SR at saturation TRAIL 
concentration (200 ng/mL) is used. For example, in the wild-type population, the 
SRWT follows a hyperbolic profile with maximum apoptosis of 0.59 for 
TRAIL > 200 ng/mL (see Fig. 8.8b). This value is taken for high (20,000) TRAIL 
copy number stimulation (SRWThi). For medium and low numbers, SRWTmed and 
SRWTlow are estimated to be 0.7 and 0.9, respectively, based on the hyperbolic plot. 
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Fig. 10.2  Gaussian-like distribution of signaling molecules. (a) Distributions of simulated activation 
of p38 in wild-type condition for stimulation with 20,000 TRAIL molecules at t = 120 min. Similar 
distributions are obtained for all investigated molecules (data not shown) at all investigated condi-
tions and concentrations. (b) Distribution representing the heterogeneity among clonal cells in 
Sca-1 protein expression, from flow cytometry in murine erythroid myeloid lymphoid (EML) 
hematopoietic cells (Adapted from Chang et al. [3])
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To distinguish single-cell response from population-average response, the SR is 
renamed to pS (probability of survival) as it is plotted as a distribution for each of 
the 1,000 single-cell simulations, rather than an individual average value (Fig. 10.3).

At low TRAIL stimulation, notably, FADD KD simulations indicate complete or 
deterministic survival of all cells, whereas the wild-type display 92 % surviving cells 
(Fig. 10.3a–b, left panels). For RIP1 KD and TRAF2 KD, however, the response is 
highly noisy with cells displaying a large variation in their survival or death capacity 
(Fig. 10.3c–d, left panels). These data indicate that, at low concentrations of TRAIL 
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Fig 10.3  Probability of survival for single TRAIL-stimulated cells. Distribution of the probabili-
ties of survival (pS) for single cells for 1,000 simulated cells in wild-type (a), FADD KD (b), RIP1 
KD (c), and TRAF2 KD (d) after stimulation with low, medium, and high numbers of activated 
TRAIL receptors. The median pS is indicated at the top of each panel. It is important to note that 
pS is based on activation curves up to 120 min upon TRAIL stimulation, which may not take into 
account feedback mechanisms from autocrine or paracrine signaling
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stimulation, the stochasticity effects on cell survival become profound for RIP1 KD 
and TRAF2 KD, but not for wild-type or FADD KD. The mechanistic reason for 
this behavior could be their location at branching pathways, where the effect of SFR 
likely increases the variability in signaling flux (see Chap. 5). Thus, RIP and TRAF2 
can be considered as noise-suppressing molecules in TRAIL signaling.

At medium TRAIL stimulation, the median cell survival decreases for all condi-
tions, demonstrating the increased effectiveness of cell death through TRAIL. The 
FADD KD still maintain a more deterministic average response whereas RIP1 KD 
and TRAF2 KD show the most variable response, albeit less pronounced compared 
with low TRAIL stimulation. Finally, at high copy numbers of TRAIL, the simu-
lated pS distributions show median values that are almost identical to average-
response SRs (59 % for wild-type, 76 % for FADD KD, 18 % for RIP1 KD, and 
28 % for TRAF2 KD). Moreover, the variation of pS become significantly less for 
all conditions compared to lower TRAIL stimulation. Thus, the lower effect of noise 
in cell signaling at higher concentrations of TRAIL leads to more a deterministic 
response by lowering variable response and, at the same time, increasing cell death.

To summarize, the effect of stochasticity on the response of HT1080 cancer cells 
stimulated with TRAIL is investigated. Using the cell population model for TRAIL 
signaling shown in Chap. 8, a single-cell stochastic response model based on the 
Gillespie algorithm is derived. The model is simulated 1,000 times to represent 
1,000 single-cell responses in each experimental condition (wild-type, RIP1 KD, 
FADD KD, TRAF2 KD) for three stimulation levels of TRAIL receptors: low 
(1,000 copies), medium (5,000 copies), and high (20,000 copies). As expected, for 
higher number of activated TRAIL receptors, the stochastic simulations produced 
an overall result that is similar to the average population model shown in Chap. 8. 
With lower numbers of activated receptors, the variability of the signaling mole-
cules becomes larger, especially for RIP1 and TRAF2 KDs, indicating that these 
molecules suppress stochastic noise in TRAIL signaling.

In all cases, the Gaussian-like spread around the median shows that even with 
stochastic variations in signaling, the median response of single cells globally fol-
lows the population-average dynamics of the deterministic model, especially when 
receptors are fully activated. This finding indicates that the effect of stochasticity in 
signaling networks may not be as ‘fragile’ to fluctuations as witnessed for nuclear 
transcriptional activation for cell fate decisions (Chap. 8). This effect occurs because 
cell signaling has been shown to display linear response, whereas cell fate decisions 
are governed by nonlinear behavior where it becomes sensitive to noise for tipping 
states [4]. In the future, the TRAIL model could be extended and exploited further 
for considering other sources of variability arising from extrinsic factors, such as 
unknown environmental factors and cell size. Such studies could improve the search 
for potential drug targets that enhance apoptosis of heterogeneous and resistant can-
cer cells.

Overall, this chapter highlights the necessity to understand variable responses of 
cell-signaling reactions to different levels of stochasticity. Thus, before the actual 
development of potential drug targets for killing cancer cells, the effect of stochastic 
variance could be investigated through dynamic perturbation-response models.
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The first eight chapters of this book focused on the population-level average cell 
dynamics, which can be modeled by linear response equations using simple rules on 
a macroscopic scale. In these dynamics, the parameters governing the reaction sys-
tem are relatively insensitive to large variations in their outcome. However, any 
changes to the network structure or topology can produce drastic consequences. On 
the other hand, Chap. 9 introduced the issue of uncertainty at the microscopic scale 
where specific biological processes, such as cell fate decisions, require biological 
randomness or noise of single cells to determine the final outcome. So, do these data 
indicate that interaction between single cells when they form a cell population lead 
to a deterministic governing principle, as an emergent property, on a global scale?

Let us consider the movement of ants when building their nests (Fig. 11.1a). On 
a local scale, each ant makes a random walk. However, the communication between 
the ants through the use of a pheromone, a chemical factor secreted for social 
response, leads to collective behavior that develops a highly organized structure at a 
deterministic location. Similar behavior has also been observed in cells. The neu-
rotransmitter protein GABA diffuses and interacts with randomly growing microtu-
bules, leading to stability in growth rates and, subsequently, highly organized neurite 
protrusions are formed (Fig. 11.1b). Thus, local random interactions within a living 
system can lead to highly organized global structures.

To examine this point more scientifically, let us consider statistical analysis of 
a biological dataset. One simple, yet highly useful technique for searching global 
properties in high-throughput datasets is statistical correlation analysis. There 
are several kinds of correlation analyses that evaluate both linear (e.g., Pearson 
product–moment) and nonlinear (e.g., Spearman’s rank, mutual information) 
dependencies [2, 3], and these have been widely and successfully used to observe 
global patterns of complex systems such as the weather, stock markets, and cos-
mology. In particular, the Pearson product–moment correlation, or simply 
Pearson’s R, analysis has become most popular because of its ability to show 
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Fig. 11.1  Self-organizing structures derived from random interactions. (a) Random movement of 
an ant results in emergent nest formation by local interactions of ants that are guided through 
pheromones. (b) Formation of neurite protrusions by the local interactions of diffusing GABAA 
receptor with randomly growing microtubule in the growth cone (Adapted from Dehmelt and 
Bastiaens [1])
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organizational structure in the simplest form. The Pearson correlation compares 
two samples or variables X and Y:
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where X = ( ,.., ,.., )x x xi N1  and Y = ( ,.., ,.., )y y yi N1  are 2 N-dimensional variables, xi and yi 
are the ith observation (i = 1,..,N) of X and Y, respectively. mX  and mY  are the statis-
tical means of the two variables.

In biology, there have been numerous studies of Pearson correlations in gene and 
protein expression data. In theory, when two samples containing high-dimensional 
(such as microarray and proteomic) data are compared, the correlation analyses 
provide a measure of deviation from unity as a source of difference between the 
samples. Briefly, two samples with identical and completely nonidentical informa-
tion will show unit (R2 = 1) and null (R2 = 0) correlation, respectively.

For single cells, stochastic fluctuations or intrinsic noise cause mRNA or protein 
expression to vary in time and between cells (see Chap. 9). Figure 11.2a (left panel) 
compares two theoretical samples where the individual expression level of each spe-
cies is generated using the Poisson (stochastic) process. Although the overall sam-
ple correlation is high (R2 = 0.98), species with low copy numbers show significantly 
lower correlations (e.g., R2 < 0.15 for log(X) < 2). Correspondingly, when noise 
( h s m2 2 2= XY XY/ ) is quantified, it becomes evident that an intrinsic factor (Poisson 
process) is the key for generating noise at low expressions, whereas at higher 
expressions, the noise reduces and approaches zero (Fig. 11.2c, left panel).

Apart from stochasticity, other sources of biological noise can be lumped into 
extrinsic factors: these include variability in cell size, molecular copy numbers, 
and environmental fluctuations between individual cells. These factors distort the 
deterministic response and alter strong correlations into weaker ones (Fig. 11.2a, 
middle panel). However, in contrast to intrinsic noise, extrinsic noise is not lowered 
at high expression levels (Fig.  11.2c, middle panel). Notably, when investigating 
actual single-cell mRNA comparison between two oocytes, the resultant correla-
tion structure displayed stochastic noise as the dominant noise source (Fig. 11.2a, c, 
right panel).

For cell populations, both the intrinsic and extrinsic noise is reduced (Fig. 11.2b, c, 
left and middle panels), possibly because of the canceling of positive and negative 
noise across all range of molecular expressions. Such a phenomenon is also observed 
for an actual mouse fibroblast (NIH/3 T3) cell culture (Fig. 11.2b, c, right panels). 
Hence, reduction of biological noise occurs in cell populations, and this reveals the 
deterministic average response.

To further emphasize cell population determinism, let us look at another exam-
ple. In a laboratory experiment on a microbial closed system with well-controlled 
initial conditions, several individual systems of three species (Chlamydomonas 
reinhardtii, Escherichia coli, and Tetrahymena thermophila) were analyzed for 
growth behavior over 90 days (Fig.  11.3a) [5]. Although individual system 
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Fig. 11.2  Biological and nonbiological noise reduces the between-samples correlation structure. 
(a) Left: Stochastic fluctuation lowers correlation, especially for low copy number of molecular 
species (R2 ~ 0.15 for log(X) < 2). Green dotted lines represent the intrinsic noise region generated 
by Poisson process. Insert: The correlation structure disappears when zooming at smaller or single 
molecule scale. Middle: Stochastic fluctuations (intrinsic) on variable (extrinsic) noise reduce the 
overall correlation structure. Variable noise is represented by gamma distribution. Right: mRNA 
expressions between two oocytes (single cells). Red dotted lines indicate regions of low mRNA 
expression [log(mRNA) < 5]. (b) Stochastic (left) and total (stochastic and variable) (right) noise 
are reduced when single samples are averaged into a population. (c) Noise, h s m2 2 2= XY XY/ , 
versus < log(Xi) > for stochastic process (left), stochastic and variable (middle), and actual cells 

(right, with oocytes in green triangles and NIH/3 T3 as black dots). s XY P i j i jj

P
x y= −

=∑1
2

2

1
( ), , , 

mXY P i j i jj

P
x y= +

=∑1
2 1

( ), , , and the jth element of vectors Xi i i j i Px x x= ( ,.., ,.., ), , ,1  and 
Yi i i j i Py y y= ( ,.., ,.., )., , ,1  is the expression of the ith gene in the jth sample for P (= 100) pairs of 
samples (Adapted from Piras et al. [4])

11  The Distinction Between Single-Cell and Population Dynamics



129

displayed variability in their dynamics, the variations between the three species 
correlated (Fig. 11.3b). Notably, their covariation showed a stable structure that was 
decomposed into “ecomodes,” where the largest ecomode follows the population-
average dynamics. Furthermore, the fluctuations around the average dynamics dis-
played a power law consistent with geometric random walk. Thus, despite variability 
at the individual level, average deterministic population dynamics are observed for 
all three species investigated.

Recent single-cell analyses displaying biological complexity such as heteroge-
neity and fluctuations or noise are important new discoveries. However, from the 
examples from this chapter, we do need to accept that biology, similar to any other 
complex system, possesses both microscopic (single-cell) and macroscopic 
(population-average cell) dynamics. It is necessary to treat the two dynamics as 
distinct and to investigate their individual merits. As briefly discussed in Chap. 9, 
stochastic fluctuations are necessary to induce probabilistic differentiation from 
genetically identical cells, allowing multicellular organisms to switch fates and 
states to yield diversity, such as for development or stress, which otherwise may be 
impossible from a purely deterministic system. On the other hand, the well-
coordinated response of cell populations, such as differentiation or growth, demon-
strates that the single-cell noise cancels out when ensembles of cells are formed to 

Fig. 11.3  Complex ecosystem dynamics and ecomodes. (a) Population dynamics of 
Chlamydomonas reinhardtii, Escherichia coli, and Tetrahymena thermophila kept under constant 
light and temperature. (b) Ecomodes L, M, and S labeled according to their corresponding eigen-
values labeled L, M, and S (Adapted from Hekstra and Leibler [5])
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generate a stable and robust response. The observation of guided average behavior 
in the synchronization of neuronal signaling and the persistence mechanisms of 
bacteria are other noteworthy examples [6, 7].

Therefore, as observed in other physical sciences, biology is a system that pos-
sesses both microscopic and macroscopic dynamics. For example, in the study of 
fluid dynamics, at the microscopic level we observe the motion of each individual 
particle to be highly random and unpredictable. However, at a macroscopic level, 
airflow velocity follows the fundamental law of fluid mechanics (the law of conser-
vation of mass, energy, and momentum). Thus, it is necessary to treat the two 
dynamics separately.

It is also interesting to ponder the origins of averaging effect from stochastic 
response of a single cell when ensembles of cells form a population. The emergence 
of average cell deterministic response from single-cell stochastic response may 
likely complement each other.

Thus, the search for governing laws arising from single-cell dynamics will enable 
us to better understand the coordinated response of cell populations. Most impor-
tantly, finding the connection between microscopic and macroscopic dynamics and 
the unifying laws are crucial for understanding the origins of evolutionary and devel-
opmental robustness of living systems.
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        The preceding chapters have indicated that biology should be appreciated from both 
microscopic (uncertainty) and macroscopic (certainty) perspectives. For instance, 
although the control of stochasticity led to a distinct cell fate in the competence of 
 Bacillus subtilis  and incomplete penetrance of  Caenorhabditis elegans , the nuclear 
reprogramming by eggs and oocytes is deterministic, as it occurs in an ordered and 
precise timing [ 1 ]. Furthermore, the early events of reprogramming mouse embry-
onic fi broblasts to pluripotency factor colonies also showed deterministic, rather 
than stochastic, steps [ 2 ]. In contrast to probability theories, these works suggest 
that well-defi ned deterministic processes must exist within the noisy cellular envi-
ronment. Hence, the circumstances in which cells utilize noise (single cell) on the 
deterministic (population) process remains unclear. As such, it is worthwhile to 
investigate further underlying mechanisms, apart from causal networks shown in 
Chap.   8    , which could utilize biological noise to change decisions. 

 In physics, the chaos theory appreciates the complexity in natural systems and 
attempts to formulate it using simple rules. Today, its utility is recognized in diverse 
systems such as weather, natural structures, the economy, and the stock market. The 
discovery of the chaos concept has not been fully attributed to one person. Although 
it was Henri Poincare, a mathematician, who originally proposed the phenomenon 
of chaos, through phase–space plots in 1889 [ 3 ], the person to be recognized as the 
‘father’ of chaos is Edward Lorenz. Lorenz is credited for his elegant demonstration 
of the existence of deterministic patterns from a highly nonlinear weather system 
from experimental, theoretical, and computational aspects [ 4 ,  5 ]. 

 Lorenz created a simple model for studying atmospheric conditions and found 
that results from the simulations were not reproducible each time. He initially 
believed that this was a mistake in the model. Subsequently, he considered that it 
was caused by low decimal round-off errors introduced by numerical schemes used 
to linearize the convection equation of the 1960s computer that resulted in the vari-
ability of the results of each run. More careful analysis later revealed that his atmo-
spheric model is sensitive to small changes in model parameters (Fig.  12.1a, b ), and 
he was convinced that something else might exist that is not quite well understood. 

    Chapter 12   
 Finding Chaos in Biology 
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  Fig. 12.1     Chaos dynamics.  Simulations of Lorenz atmospheric model. ( a ) Initial values of  X  = 1 
and 1.00001 yield very different values over time, demonstrating sensitivity to initial conditions. 
( b ) Different initial values of  X  show very different time-series pattern. ( c ) The phase–space plot 
( X ( t  + Δ t )) versus ( X ( t )) of the Lorenz model shows clear patterns despite being sensitive to initial 
conditions in time-series plots (From Liebovitch and Scheurle [ 6 ])       
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How could a model based on a fi xed governing master equation be so unstable to 
linearization schemes?

   When visualizing his result on a time-series scale, each simulation, within a sen-
sitive parameter region, produced unstable response. However, when the overall 
results were transformed into a phase–space plot (introduced by Poincare), clear 
patterns of the “unstable” behavior appeared with a core region, called the ‘attrac-
tor,’ around which the solution tracks (Fig.  12.1c ). Thus, the stability, through the 
presence of an attractor, of the atmospheric model simulations is revealed in a 
phase–space plot, not in a time-series, and this simple transition enabled seeing 
deterministic patterns from chaotic responses. 

 Today, there are several characteristics that a chaotic system is known to possess. 
(1)  Attractors : when a system is perturbed, it evolves toward certain steady states. 
This response could be the return to the original state, or to a new state. Regular 
pendulum movements and circadian rhythms are good examples of attractors. 
Attractors can be fi xed point, limit cycle, strange, or chaotic. (2)  Sensitive to initial 
conditions : this is sometimes referred to as the butterfl y effect. Any changes to the 
initial conditions can create very drastic changes to the fi nal response. (3)  Fractals 
or self-similarity : the scalable structure seen across the entire geometric construct. 
That is, as we go deeper and deeper into a chaos, we realize that the smallest struc-
ture resembles that of the overall structure. (4)  Bifurcations : the abrupt changes to 
system dynamics at specifi c point(s). (5)  Plasticity : the ability to achieve multiple 
stable states to the system perturbations; for example, the self-organization of bac-
teria (individual) to form biofi lms (population structure) when exposed to threats. 
(6)  Feedback loops : information from one time point to the next could be fed back 
to the system for robustness to changing conditions. That is, system dynamics or 
trajectory is controllable by a feedback system. (7)  Phase locking : the process when 
an individual diversion in a population could lead to a global shift in population 
behavior. A shoal of tuna responding to attacks from whales is an example. 

    Attractors 

 Attractors are used to describe systems that evolve toward a specifi c state set by 
the initial conditions. To examine attractors in biology, high-dimensional gene 
expression analysis was performed for the differentiation of human pro-myelo-
cytic leukemia HL-60 cells into neutrophils by the action of two different reagents, 
dimethyl sulfoxide (DMSO) and all- trans  retinoic acid (atRA) [ 7 ]. The time-
course investigations showed the convergence of cell differentiation despite differ-
ent initial transcriptome dynamics, demonstrating the existence of attractors for a 
preferred cell fate (Fig.  12.2a ). Subsequently, another investigation sorting mouse 
hematopoietic cell lines into distinct concentrations (low, medium, and high) of 
the stem cell- surface marker  Sca-1  reestablished the parental clonal heterogeneity 
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profi les (Fig.  12.2b ). More recently, human cancer cell lines showed that sorting 
cells into distinct phenotypes (stem-like, basal, and luminal) from the parental pop-
ulation also returned the daughter subpopulations that resembled the parental 
population over time [ 10 ]. These data suggest the presence of strong equilibrium 
or attractor states in cell populations, whereby sorted (perturbed) subpopulations 
eventually return to their original state (Fig.  12.2c ).

  Fig. 12.2     Attractor states in biology.  ( a ) The convergence of gene expression patterns, using clus-
tering statistics, refl ects the same cell fate attractor to distinct stimulation of atRA and DMSO 
(Courtesy of Sui Huang.) ( b ) Reestablishment of the parental state of clonal cells after 216 h of cell 
culture despite distinct initial expression of Sca-1 ( low, medium, high ) in a mouse hematopoietic 
cell line (Adapted from Chang et al. [ 8 ]). ( c ) Schematic three-dimensional (3-D) landscape for 
cellular attractors. Each  hole  represents a distinct attractor, such as a cell type or cancer subtype 
(Modifi ed from Huang et al. [ 9 ])       
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       Self-Similarity and Patterns 

 In cancer, the comparison of individual molecules between normal and disease 
often leads to information that is highly variable and diffi cult to be conclusive. It is 
often the case that physicians are unable to detect cancers in early stages when ana-
lyzing a few molecules at a time (biomarkers). In a human lung cancer study, a self- 
organizing map (SOM)-based statistical clustering technique was used to analyze 
the microarray data of several tumor types [ 11 ]. Remarkably, the SOM approach 
resulted in clear visual global gene expression patterns corresponding to distinct 
tumor subtypes of three randomly chosen individuals (Fig.  12.3a ). Thus, despite the 
individual variability, the use of a statistical algorithm on a global scale allows one 
to detect the relationships between datasets, thereby revealing the presence of dis-
tinct cancer attractors and subtypes.

   In observing whole genome expression patterns to innate immune response, the 
Toll-like receptor 4 (TLR4) stimulation of murine macrophages in 12 experimental 
readouts (i.e., four genotypes at three time points)—wild-type, MyD88 knockout 
(KO), TRIF KO, and MyD88/TRIF double KO (DKO)—at 0, 1, and 4 h was inves-
tigated [ 12 ,  13 ]. Temporal Pearson correlation analysis (see Chap.   11    ) on the whole 
genome (more than 20,000 genes/ORFs) was performed. To investigate whether 
‘scalability’ or self-similarity of a gene expression network exists, a random selec-
tion of 100 genes (repeated 30 times) was analyzed and compared with the whole 
genome response for the four genotypes. Figure  12.3b  shows that the temporal cor-
relations of the random extraction followed the small, but reliable and monotoni-
cally related to time, departure from unit correlation, pointing to similarity to the 
whole genome response. This pattern between the whole and random grouping of 
genes, however, was absent for a selected 157 proinfl ammatory genes, especially in 
DKO where the monotonic response is almost absent. Thus, TLR4-induced gene 
expression shows self-similar structures found in chaos. 

 In another study relevant to TLR4 stimulation, the tracking of about 3,000 genes 
over longer periods (up to 24 h) in wild-type macrophages revealed coordinated 
dynamics among specifi c clusters of genes that became active at different times 
[ 14 ]. The subnetworks of genes are connected with master or ‘hub’ genes, compris-
ing mainly the well-known transcriptional factors of diverse cellular processes (e.g., 
ATF-3, NRF-2, ETS) into a scale-free topology, providing the means for the 
genomic order of TLR4 response. Pondering deeper into genome character, it has 
been shown for hematopoietic progenitor cell differentiation that gene coregulation 
moves from ordered to disordered and then returns to the ordered entropy state over 
several days, through the self-organizing lineage-specifi c chromosomal networks 
[ 15 ]. Overall, these investigations show biology as a system that resembles the char-
acteristics of chaos theory, that is, the presence of order from what apparently seems 
to be unpredictable or random information.  
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  Fig. 12.3     Self-organizing patterns and scalability . ( a ) The emergence of distinct clustering patterns 
in lung tumor transcriptome data. Despite variation between individual gene readouts, the global 
analysis reveals a clear attractor pattern for each cancer subtype (Adapted from Guo et al. [ 11 ]). 
( b ) Scalable gene expression response. Temporal Pearson (auto)-correlations of whole genome 
( top left ), random extractions of 100 genes ( bottom left ), and 157 immune-related (IR) genes ( top 
right ). In DKO, the response is abolished for IR genes but not for random genes. The random 
extractions were repeated 30 times, yet displayed a similar structure with the whole genome for all 
genotypes (From Tsuchiya et al. [ 12 ,  13 ]       
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    Sensitivity to Initial Conditions or Noise 

 Chaos is also characterized by its high sensitivity to initial conditions, resulting in 
divergent outcomes. The study of weather patterns showed that the addition of a 
small periodic signal to a dynamic system that presents stochasticity amplifi ed the 
original signal, resulting in multistable states [ 16 ]. This phenomenon was termed 
stochastic resonance ( SR ) [ 17 ]. It follows that only when the signal-to-noise ratio 
reaches approximately a threshold level that such state changes occur (Fig.  12.4 ). 
Just as the periodic signal is crucial in  SR  for drastic weather changes that occurred 
over historical periods, for multifaceted decisions in biology, it is necessary for us 
to understand the underlying mechanisms (or governing principles) that convert 
stochastic or noisy response into binary or multiple outputs.

   The concept of  SR  has been tested in biology. In neuroscience, the interspike 
intervals of periodically stimulated sensory neurons are multimodal. To uncover the 
mechanisms for the distribution behind the dynamics of bistability and excitability 
in neurons, Longtin [ 20 ] used a FitzHugh–Nagumo model, a simplifi ed version of 
the Hodgkin–Huxley model [ 21 ], and showed that noise on additive periodic forces 
is crucial to generate a multimodal distribution of interspike intervals of neurons 
fi ring to a specifi c phase of the input signal. Although the model could not fully 
interpret the peak heights of the spikes, nevertheless it demonstrated neuron fi ring 
activity is positively governed by a simple nonlinear model, with  SR  phenomenon 
controlling the multimodal response. 

  Fig. 12.4     Stochastic resonance.  Consider a dynamic system governed by  dx/dt = V(x) + Acos(ωt) +
 ξ(t) , where  V(x)  is a generic nonlinear expression of  x ,  Acos(ωt)  is an oscillatory periodic force 
with frequency  ω , and  ξ(t)  represents a noise function (such as Gaussian white noise) [ 18 ]. Taking 
 V(x) = αψ–ψ3  and  ξ(t) = σ   1/2   η(t) , it can be shown for  A  = 0.023,  2π/ω  = 1,600 and the modulation of 
noise within a threshold range (0.005 <  σ  < 0.015) produces bistable states ( left ), which could sta-
tistically switch orientations between the two stable states ( right ). Note that  P(ω)  is the power 
spectrum of  ω  (see [ 19 ] for details and for other multistable states) (Adapted from Benzi [ 19 ])       
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 The sensitivity to noise for stem cell differentiation was recently investigated 
with the aid of a dynamic computational model [ 22 ]. To understand the fundamental 
mechanisms for stemness and plasticity in multipotent stem cell differentiation, 
dynamic gene regulatory network (GRN) models using simple nonlinear equations 
that considered cell-to-cell interaction and the effects of heterogeneity were devel-
oped. Notably, among more than a 100 million GRNs tested, GRNs that produce 
oscillatory protein expression dynamics and whose synchronies are lost between 
cells were shown to be crucial for stem cell differentiation and proliferation. This 
result, which is in agreement with experimental observations [ 23 ,  24 ], indicates that 
the complex process of cell differentiation may be regulated by GRNs governed by 
simple nonlinear reactions that produce multistable outcomes (attractors) when bio-
logical noise in terms of stochasticity or heterogeneity is added (Fig.  12.5 ).

   In summary, the examples presented so far demonstrate that biology possesses 
several characteristics of a chaotic system that can operate far from equilibrium: 
(i) biological noise can destabilize original steady states and induce transitions for 
new regularity in a time-dependent manner [ 25 – 28 ], for example, in the bifurcations 
of comK expressions [ 29 ]; (ii) cell differentiation and synaptic transmission processes 
have been shown to cross the barrier between stable attractors by noise [ 30 ,  31 ]; 
(iii) the robustness of several key processes to biochemical variation was witnessed 
in bacterial chemotaxis [ 32 ]; (iv) bimodality behavior in yeast required noise on a 
feedback mechanism [ 33 ]; (v) phase locking of bacteria was seen in biofi lm forma-
tion [ 30 ]; and (vi) suppression of bursting mRNA moved into ordered decision in a 
yeast transcriptional system [ 33 ]. These properties, collectively, enable biology to 
attain a multiple but fi nite number of attractor states.     

  Fig. 12.5     Schematic state–space plots of stem cell differentiation . Gene expression variation in 
undifferentiated stem cells ( left ) compared with noise-induced differentiation ( right ).  Right panel  
shows the stabilization in gene expression localization for each differentiated state, revealing 
attractor states (Adapted from Suzuki et al. [ 22 ])       
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        We have come to the end of this introductory book on immune cell signaling from 
a systems biology perspective. Chapters   1    ,   2    ,   3    ,   4    ,   5    ,   6    ,   7    , and   8     have highlighted 
that biological pathways are guided by deterministic response waves at the cell 
population level. These response waves can be modeled using the perturbation- 
response approach utilizing fi rst-order mass-action equations. From the examples of 
TLRs, TNF, and TRAIL signaling, it is shown that network topology, rather than 
reaction parameter values, is crucial for interpreting complex signaling dynamics. 
In other words, from population cell-average dynamics, we observe simple statisti-
cal laws, such as linear response and power law, which are important to shape global 
response. In this book, several feedback mechanisms in the immune signaling were 
skipped as the experimental data available for analysis were limited. Nevertheless, 
many of the simulations are still consistent with the overall experimental outcome. 

 Chapters   9    ,   10    ,   11     and   12     introduce the signifi cance of recent single-cell and 
single-molecule investigations, where biological noise, such as stochastic molecular 
interactions and cell-to-cell variability, initiate uncertainty in responses crucial for 
multimodal cellular decisions. There are also indications for behaviors in biology 
that resemble chaotic systems through attractor states, self-similarity, and sensitiv-
ity to noise. 

 Thus, this book emphasizes that biology, as does any other complex system, pos-
sesses both microscopic (single-cell) and macroscopic (population-average cell) 
dynamics. The well-coordinated response in the synchronization of yeast populations, 
neuronal signaling, persistence mechanisms of bacteria, and collective decisions in 
ants are good indications that the single-cell/animal noise could cancel out when 
ensembles of cells/animals are formed to generate a stable and robust macroscopic 
response. Combining cell population and single-cell behaviors suggests that biology 
is regulated by deterministic governing equations and is sensitive to parameter varia-
tions (noise) over a specifi c range, as witnessed in other disciplines such as physics, 
chemistry and engineering. 

 I believe this book provides the reader key insights into the microscopic and 
macroscopic behavior of living cells. Nevertheless, there are still myriad cellular 
processes that cannot be represented or understood by physical laws or statistics. 

    Chapter 13   
 Concluding Remarks 
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Another challenge is that the experimental data generated for analysis are still 
highly limited, both in terms of space and time information. As biologists become 
more and more confi dent with the power of multidisciplinary contributions, the 
future looks optimistic for continuous successes in unlocking further secrets 
 governing the self-organizing nature and complex behaviors of living systems.   

13 Concluding Remarks
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